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László Csirmaz - Central European University
Andrej Dujella - University of Zagreb
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Challenges in Lightweight Cryptography

Maria Eichlseder

Graz University of Technology
maria.eichlseder@iaik.tugraz.at

While our desktop processors grow faster and faster, our data is increasingly often processed elsewhere:
by networks of cheap, highly-constrained devices with low computational power and limited power supply.
At the same time, these applications are often riddled with additional challenges, such as devices under
the physical control of an adversary. Lightweight cryptography is designed to provide security under
such difficult conditions. The ongoing NIST Lightweight Crypto (LWC) standardization competition,
currently in its final round, is shining a spotlight on this research direction. In this talk, we will discuss
how the LWC finalists tackle different challenges in lightweight cryptography. We will also look at
directions beyond the scope of LWC: For example, securing the internals of computer systems against
microarchitectural attacks requires primitives with very low latency and unusual interfaces.
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Breaking and fixing cryptographic systems

Riccardo Focardi

Department of Environmental Sciences, Informatics and Statistics
Ca’ Foscari University, Venice

In recent years, we have faced an increasingly pervasive use of cryptography. The expansion of IoT,
home automation and industry 4.0 has worryingly increased the attack surface, making it necessary to
use cryptographic protocols to protect communications and data. However, cryptography is complex:
not all cryptographic mechanisms offer the same level of protection; management and configuration is
often the Achilles’ heel of cryptographic systems; finally, protocols and implementations may present
bugs that weaken or, in some cases, cancel the security guarantees offered by the adopted mechanisms.
In this talk we will give an overview of the problems and attacks encountered in real cryptographic
systems, discussing their weaknesses and possible remedies. We will present some case studies we have
dealt with highlighting how, and in which extent, scientific research can improve the state of the art of
real cryptographic systems.
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Breaking Historical Ciphers with Modern Means

Klaus Schmeh

Cipherbrain Blog
www.schmeh.org

This presentation introduces a number of ciphers that played an important role in history and explain
how they can be broken with modern means. Among other techniques, Hill Climbing has proven especially
powerful for this purpose. The current state of research will be demonstrated with original ciphertexts
from past centuries, some of which were deciphered only recently. In spite of a number of interesting
improvements that have been developed in recent years, there are still surprisingly many historical
ciphertexts that are unbroken to date. For instance, nomenclators, short Enigma messages, double
column transpositions with long key words, and numerous Cold War ciphers still baffle cryptanalysts.
However, research goes on and we might see further improvements in the near future.
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Cryptanalysis of the quantum public-key
cryptosystem OTU under heuristics from

Szemerédi-type statements

Shoichi Kamada∗

Tokyo Metropolitan University
email: shoichi@tmu.ac.jp

Extended Abstract

The knapsack cryptography is the public-key cryptography whose security
depends mainly on the hardness of the following subset sum problem. Here
let N := {1, 2, . . .}.

Definition (Subset Sum Problem). For (a1, . . . , as) ⊆ Ns and C ∈ Z, find
(x1, . . . , xs) ∈ {0, 1}s satisfying

x1a1 + . . .+ xsas = C.

Many of knapsack schemes were broken by low-density attacks [4, 1, 5,
2, 3], which are attack methods to use the situation that a shortest vector
or a closest vector in a lattice corresponds to a solution of the subset sum
problem. For the case when the Hamming weight of a solution for a random
instance of the subset sum problem is arbitrary, if the density is less than
0.9408, then the instance can be solved almost surely by a single call of lattice
oracle. The critical value 0.9408 was first appeared in [1].

In Crypto 2000, Okamoto, Tanaka and Uchiyama [6] introduced the con-
cept of quantum public key cryptosystems and proposed a knapsack cryp-
tosystem, so-called OTU cryptosystem. However, no known algorithm breaks
the OTU scheme.

For a positive integer k, let r(k,N) denote the cardinality s of a largest
set A = {a1, . . . , as} ⊆ [N ] := {1, . . . , N} such that the orthogonal lattice

∗Supported by JSPS KAKENHI Grant Number 19J00126.
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L(A) := {(y1, . . . , ys) ∈ Zs : y1a1+· · ·+ysas = 0} does not contain a non-zero
lattice vector with Euclidean norm less than

√
k. In this paper, we introduce

the following Szemerédi-type assumption.

Assumption (Szemerédi-type assumption). For k ≥ 5,

r(k,N) = o(N).

Notice that the above assumption is the imitation of the statement of
Szemerédi’s theorem on arithmetic progressions [7].

For the subset sum problem, we make clear what the average case and
the worst case are.

For low density attacks, we give better heuristics for orthogonal lattices
than Gaussian heuristics. Consequently, we make clear some extremal prob-
lem in a number field related to OTU scheme and we show that the OTU
scheme can be broken under some heuristic assumptions.
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Cryptanalysis of a Special Polybius-Like Cipher

Eugen Antal*

Institute of Computer Science and Mathematics, Slovak University of Technology in
Bratislava

eugen.antal@stuba.sk

Polybius (c. 200 - c. 118 BC) was a Greek historian and writer who devised a special signaling
system that was later adopted as a cryptographic method [3, 5]. His system is called Polybius square
(also called as Polybius checkerboard [3]) and consists of a 5× 5 square (table) filled with the letters of
the alphabet. In the case of the English alphabet, the letters i and j are merged to fit the square. In
the original version from Polybius, the rows and columns were labeled with numbers 1, 2, 3, 4, 5. These
numbers serve as a row and column coordinate in the table. The encryption process transforms the
letters in the square to their coordinates. Encryption systems with similar characteristics were widely
used during the history [3]. Polybius-like cipher from the seventeenth and eighteenth century can be
found in the Hessian State Archives in Marburg, Germany. In the twentieth century, some countries like
Slovak State and former Czechoslovakia [6–8] also used similar ciphers. Various types of this cipher are
described in the first (serious) Czechoslovak crypto manual from J. Růžek [4]. In general, the Polybius
checkerboard type cipher can vary in different aspects such as the table labels (numbers, letters, . . .),
table dimension (any rectangular shape not only a square), and table content (it can contain not only
letters but also numbers, common bigrams, and words). It can also contain an element multiple times
(homophonic substitution). In this work, we focus on a special Polybius-like checkerboard cipher inspired
by three real ciphers used in Czechoslovakia and in the Slovak State. Two were used during WW2 and
one right after the war.

The first investigated Polybius-like checkerboard cipher is a 9 × 9 table. The table contains letters,
numbers, and common bigrams/trigrams (from the Slovak language). Numbers 1, 2, . . . , 9 were used
as row/column labels. It was used during army training in the Slovak State in 1940 [7]. This cipher
was called cipher key. The row and column labels were permanent, but the order of the columns was
changed daily based on an additional permutation. In 1944, a very similar cipher was used by the
Czechoslovak resistance army fighting on the Eastern front called 1st Czechoslovak Army Corps in the
Soviet Union [8]. The table size was 10 × 10 (labels 0, 1, . . . , 9). It contains letters, numbers, common
bigrams/trigrams (from the Czech language), and special characters (e.g. dot, comma, . . .). Some letters
and bigrams are with a diacritical mark. This cipher was called encryption table No. 58 C and was
used in radio communication. Both, the row and column labels were changed daily. The third Polybius-
like checkerboard cipher was used in newly established Czechoslovakia in 1947 by army units fighting
against the Ukrainian nationalist paramilitary and partisan formations. The table size, in this case, was
10× 10 and it contains uppercase and lowercase letters, numbers, common bigrams, words, and special
characters. This variant also contains elements with a diacritical mark. The row labels were permanent
and the column labels were set based on the key.

We investigated the possibility of solving a special Polybius-like cipher (consisting of letters, bi-
grams/trigrams, and special symbols) with modern heuristic [1, 2] approach. The cryptanalysis (solv-
ing) task was defined as a keyspace search, where the daily key is the only unknown parameter. This
task can be transformed into an optimization problem. We evaluate the effectiveness (success rate) of
the Hill Climbing meta-heuristic methods with restarts. We also investigated several different fitness
functions (L1 distance, Jensen-Shannon divergence, weighted sum) and language models (n-gram for
n = {1, 2, 3, 4}). To evaluate how the problem complexity depends on the table dimension, we created
several custom Polybius-like ciphers with different sizes (from 5× 5 up to 10× 10). In the experiments,
we used English texts of different lengths and English statistics in fitness functions. The smallest table
contains only letters (the classical Polybius variant). By increasing the table size we extended the table
by adding numbers, bigrams, and special symbols. To simulate the three real cipher types, we tested a

*This work was supported by grants VEGA 2/0072/20.
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variant where only the column labels were changed and a case where both column and row labels were
parameters. In the first case (the solution space is small), we obtained a 100% average success rate in
almost all cases. Worse results were only in the case of smaller text sizes and large table sizes. For the
second case, we were able to reach a 100% success rate for all text lengths and fitness functions only in
the case of table size 5 and 6, where the average success rate was around 50− 60%. For table size > 6,
the success rate varies based on the used language model and fitness function. For the larger table size,
we were also able to solve all tested encrypted text files, but not for all fitness functions. Increasing the
table size causes a worse success rate for lower language models. Fitness functions based on statistical
distance performed the best and the weighted sum fitness function performed the worst.
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On the Security of Iterated Block Ciphers with Dependent

Round Keys Against Differential and Linear Cryptanalysis

Serhii Yakovliev

Institute of Physics and Technology, National Technical University of Ukraine
“Igor Sikorsky Kyiv Polytechnic Institute”

yasv@rl.kiev.ua

Introduction

A formal theory of differential and linear cryptanalysis makes a standard assumption that round keys
of iterated block cipher are uniform and independent. While the first property is not hard to achieve,
the second is not valid for many known ciphers. For example, in AES round keys are generated with
deterministic procedure from previous ones; in Kalyna cipher odd round keys are simple bit rotations of
even round keys, and so on.

In this paper we research how the assumption of round key independence affects on the security
against differential and linear cryptanalysis. We mostly focus on differential cryptanalysis due to limited
article size, since presented results can be easily formulated for linear cryptanalysis.

Main results

Let Vn = {0, 1}n be a linear space of all n-length binary vectors with bitwise addition ⊕. For any
mapping f : Vn → Vn a differential is an arbitrary pair of vectors (α, β) ∈ V 2

n . A probability of differential
(α, β) (with respect to ⊕) is defined as

DPf (α, β) =
1

2n

∑

x∈Vn

[f(x⊕ α) = f(x)⊕ β],

where [. . . ] denotes an Iverson’s brackets: [P ] is equal to 1, if P is true, and 0, if not.
For the encryption mapping Fk : Vn×K → Vn consider a probability of differential at point x DP and

an average probability of differential EDP:

DPFk(x;α, β) =
1

|K|
∑

k∈Kn

[Fk(x⊕ α) = Fk(x)⊕ β],

EDPFk(α, β) =
1

2n

∑

x∈Vn

1

|K|
∑

k∈Kn

[Fk(x⊕ α) = Fk(x)⊕ β].

The security against differential cryptanalysis is estimated with maximal values MDP and MEDP of
differential probabilities above.

The encryption mapping Fk is a Markov cipher, if the probabilities of all its differentials do not
depend on points: DPFk(x;α, β) = EDPFk(α, β) for any x, α, β. For Markov ciphers there are well-
known bounds for both provable and practical security against differential and linear cryptanalysis.

Consider two encryption mappings Fk, F
′
k : Vn ×K → Vn and a bijective mapping λ : K → K. Define

two-round cipher Gk(x) as Gk(x) = F ′
λ(k)(Fk(x)). Clearly, Gk is a cipher with dependent round keys,

even if k selected uniformly from K.
Our main results are stated in two next theorems.
Theorem 1. For the introduced two-round cipher Gk an inequality holds:

∀α, β ∈ Vn : EDPGk(α, β) ≤
∑

γ∈Vn

√
EDPFk(α, γ) EDPF

′
k(γ, β).
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Theorem 1 says that two-round iterative cipher with fully dependent round keys is not the Markov
cipher, even if its round functions are Markov mappings. Thus, the known formal theory of the Markov
cipher security against differential (and linear) cryptanalysis cannot be applicable to this case. Moreover,
the form of inequality in Theorem 1 statement does not allow extending or generalizing known DP
evaluation methods (with so-called differential characteristics) on this class of ciphers.

But for many popular constructions of round functions the statement of Theorem 1 can be strength-
ened.

Theorem 2. Let K ≡ Vn and s : Vn → Vn is a bijective mapping (S-box). If one of the next three
cases is true:

1) round functions Fk, F ′
k have a form s(x⊕ k),

2) round functions Fk, F ′
k have a form s(x)⊕ k,

3) round functions Fk, F ′
k have a form s(x⊕k)⊕µ(k), where µ is some mapping and k → λ(k)⊕µ(k)

is a bijective mapping,
then an equality holds:

∀α, β ∈ Vn : EDPGk(α, β) =
∑

γ∈Vn

DPs(α, γ) DPs(γ, β).

Note, that the similar statement can be obtained for linear approximations and linear potentials of
two-round cipher with dependent round keys.

Almost all known block ciphers have round functions of form s(x ⊕ k) or s(x) ⊕ k. It follows from
Theorem 2 that the behavior of average differential probabilities looks like these ciphers are Markov,
even if their round keys are dependent. One can consider this sufficient to evaluate the security against
differential (and linear) cryptanalysis with maximum EDP value, but this is not correct, because in the
case of non-Markov cipher the security must be evaluated with maximum DP value.

We conducted some calculations on model ciphers to show the difference. The experimental results
presented below were obtained with Bohdan Piasetsky.

Let n = 8 and the round function is of the form Fk(x) = s(x ⊕ k). We consider as s S-boxes
from ciphers AES, ARIA (the second S-box), Kalyna (S-boxes π0, π1, π2, π3) and Kuznyechik. With
this round functions we construct two-round cipher Gk(x) = Fλ(k)(Fk(x)), where λ(k) is the identical
function or a cyclic shift by 1, 2 or 3 bits. Also, we consider two-round cipher Hk1,k2(x) = Fk2(Fk1(x))
with independent round keys.

For all described ciphers we found maximal EDP and DP value by direct calculation. Maximal EDP
values of all Gk’s and Hk1,k2 turned out to be equal (as Theorem 2 had predicted). Maximal DP values
are given in a Table 1.

Table 1: Values of 28 ·MDP(Fk), 28 ·MDP(Gk) and 28 ·MDP(Hk1,k2) depending on the selected S-box
and λ(k) function (here m(f) = 28 ·MDP(f))

S-box m(Fk) m(Hk1,k2)
m(Gk)

λ(k) = k λ(k) = (k ≪ 1) λ(k) = (k ≪ 2) λ(k) = (k ≪ 3)
AES 4 1.297 9 10 9 10

ARIA 4 1.281 10 9 9 10
Kalyna π0 8 1.453 10 10 10 9
Kalyna π1 8 1.406 9 10 10 9
Kalyna π2 8 1.422 9 9 9 11
Kalyna π3 8 1.422 10 10 9 10
Kuznyechik 8 1.562 10 9 9 10

As we can see, while maximal EDP values (which is equal to MDP of Hk1,k2) remains pretty low,
maximal DP values of model ciphers with dependent round keys are even worse, than the ones of one-
round functions. The similar results are valid for other considered forms of round functions. All of this
implies that we cannot evaluate the security of ciphers with dependent round keys grounding only on
EDP estimations.

Conclusions

In this paper we researched the impact of round key dependency on the security of block ciphers
against differential and linear cryptanalysis. We found that the two-round cipher with fully dependent
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round keys is not a Markov cipher, even if its round functions are. We obtained analytic upper bounds
for differential probabilities of such cipher and showed that average differential probabilities have the
same behavior as in Markov cipher, but this is not enough to claim cipher security (which was illustrated
on model ciphers).

Round keys cannot be generated from each other with deterministic procedure if we want to avoid
such security flaws. One of the possible approach to make round keys statistically independent is to
generate them from common source (e.g. master key) with increased amount of entropy. Anyway, the
provable and practical security of the ciphers with dependent round keys should be reconsidered.
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First Fall Degree and Weil Descent on the Multivariate Quadratic Problem

Yacheng Wang, Takanori Yasuda1 and Tsuyoshi Takagi2

1Okayama University of Science, Okayama, Japan
2Department of Mathematical Informatics, The University of Tokyo, Tokyo, Japan

yacheng.wang@icloud.com

Abstract

The security of multivariate cryptography, one of candidates for
post-quantum cryptography, depends on the hardness of solv-
ing a multivariate polynomial system over a finite field, which
is called multivariate quadratic problem (MQ problem). In this
paper, we investigate Weil descent on a polynomial system over
a finite field, which transforms it into a new polynomial system
over its subfield, and then we analyze the complexity of solving
this new system using Gröbner basis techniques through its first
fall degree and non-trivial syzygies. As a result, we give a con-
crete formula for estimating this first fall degree and verify its
correctness through some experiments.
Keywords: Weil descent, Multivariate quadratic, First fall de-
gree, Syzygies

1. Introduction
As currently widely used cryptosystems are being threatened by
quantum computers, more research on post-quantum cryptog-
raphy (PQC) is needed. NIST have taken actions on standard-
izing PQC, and their project has entered 3rd round of screen-
ing, where multivariate signature Rainbow is chosen as a finalist
and GeMSS is chosen as an alternative candidate. Multivariate
cryptography, a candidate for post-quantum cryptography, uses
a multivariate polynomial system as its public key and its secu-
rity is based on the hardness of solving this public key polyno-
mial system, which is called the multivariate quadratic problem
(MQ problem). Gröbner basis techniques are used on solving
the MQ problem and its complexity is directly related to the
degree of regularity of the ideal generated by this polynomial
system. And index of regularity and first fall degree of the ideal
generated by a polynomial system is often used to approximate
degree of regularity when it is intractable.

Weil descent [1], which transforms a polynomial system
over a field into a new polynomial system over its subfield, was
first proposed to break the discrete logarithm problem on alge-
braic curve over composite fields, and can also be applied to the
MQ problem. However, it is still unclear whether Weil descent
makes a difference on solving the MQ problem and we want to
fill in this gap in our work.

The main contribution of this paper is giving a complexity
analysis on the Weil descent against the MQ problem. More
specifically, we analyze its first fall degree by considering its
non-trivial syzygies.

2. Multivariate Quadratic Problem
In this section, we review the multivariate quadratic problem,
Gröbner bases and complexity for computing a Gröbner basis
of a multivariate polynomial system.

2.1. Multivariate Quadratic Problem

Let F be a finite field of order pq , m,n ∈ N, and R :=
F[x1, . . . , xn] be the polynomial ring of n variables over F.
Given a polynomial system F = {f1, . . . , fm} ⊂ R of de-
grees d1, . . . , dm, let homogeneous component of fi of degree
di be f̃i for i = 1, . . . ,m and F̃ = {f̃1, . . . , f̃m}. The ideal
generated by F and F̃ are denoted by 〈F 〉 and 〈F̃ 〉, individu-
ally.

When d1 = · · · = dm = 2, given a vector (y1, . . . , ym) ∈
Fm, the problem of solving {fi − yi = 0 | i = 1, . . . ,m} is
called the MQ problem. Let G = {fi − yi | i = 1, . . . ,m},
〈G〉 be the ideal generated by G and G̃ be the quadratic homo-
geneous components ofG. An effective method for solvingG is
through Gröbner basis computation. According to Lazard’s the-
orem [2], the row echelon form of the matrix constructed from
coefficients of degree d polynomials in 〈G〉 gives a Gröber ba-
sis for any d larger than a certain degree d′, which is called
degree of regularity of 〈G〉, denoted by dreg(〈G〉). The com-
plexity of computing a Gröbner basis can hence be estimated
by O

((
n+dreg
dreg

)ω)
, where 2 ≤ ω ≤ 3 is the linear algebra

constant. However, dreg of polynomial systems other than reg-
ular or semi-regular systems are intractable to be precisely es-
timated. Its upper bound, index of regularity, and lower bound,
first fall degree, are often used to approximate it.

Index of regularity of 〈G〉, denoted by ireg(〈G〉), is defined
as the degree, at which the Hilbert function HFR/〈G̃〉(i) :=

dimF(Ri/〈G̃〉i) stabilizes, where Ri and 〈G̃〉i represent ho-
mogeneous polynomials of degree i in R and 〈G̃〉, respectively.

First fall degree of 〈G〉, denoted by dff (〈G〉) is de-
fined to be the smallest degree of non-trivial syzygies of
G̃ = (g̃1, . . . , g̃m), where syzygies are m-tuples s =
(s1, . . . , sm) ∈ Rm such that

∑m
i=1 sig̃i = 0 and non-trivial

syzygies are syzygies that are not linear combinations of the
following syzygies:

i-th j-th
↓ ↓

(0 · · · 0 −fj 0 · · · 0 fi 0 · · · 0),

i-th
↓

(0 · · · 0 fpq−1
i 0 · · · 0).

The degree of a syzygy s is defined as max
1≤i≤m

deg(sig̃i). We

have dff (〈G〉) ≤ dreg(〈G〉) ≤ ireg(〈G〉), the equality holds
for regular and semi-regular systems. Many results in multivari-
ate cryptography are based on analyzing first fall degree when
degree of regularity is intractable, and they have shown in some
cases these two values are very close.

2.2. Computing Syzygies Using Linear Algebra

Given degree d homogeneous polynomials f1, . . . , fm ∈ R, its
degree d syzygies s0 = (s

(0)
1 , . . . , s

(0)
m ) satisfy (f1, . . . , fm) ·

s>0 = 0. Let m0 be the set of all monomials appeared in
f1, . . . , fm, and ci ∈ F|m0| for i = 1, . . . ,m be coefficients of
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fi with respect to m0. Then we have

m0 ·
(
c>1 c>2 · · · c>1

)
·
(
s
(0)
1 · · · s

(0)
m

)>
= 0.

Therefore, (s(0)1 , . . . , s
(0)
m ) can be obtained from the right ker-

nel of the matrix
(
c>1 c>2 · · · c>1

)
. Similarly, for de-

gree d + r syzygies (s
(r)
1 , . . . , s

(r)
m ), we first find the set

of degree r monomials b = (b1, . . . , bt) in R. Then con-
sider polynomials bifj . Let mr be all monomials appeared
in bifj and ck,j ∈ F|md| be coefficients of bkfl. Then
(s

(r)
1 , . . . , s

(r)
m ) can be obtained from the left kernel of the ma-

trix
(
c>1,1 c>2,1 · · · c>t,m

)
.

3. Weil Descent on the MQ Problem
In this section, we specify Fpq to be F2q .

3.1. Weil Descent on the MQ Problem

Let {θ1, . . . , θq} ⊂ F2q be a basis for F2q/F2, then there exists
y1,1, . . . , y1,q, . . . , yn,q such that xi =

∑q
j=1 yi,jθj holds for

i = 1, . . . , n. Let R̂ := F2[y1,1, . . . , yn,q] be the polynomial
ring over F2.

F = {f1, . . . , fm} is asked to be solved in the MQ prob-
lem, by substituting

∑q
j=1 yi,jθj for xi in F, we obtain a new

polynomial system

{f ′1,1, · · · , f ′1,q, · · · , f ′m,q, y
2
1,1−y1,1, · · · , y2n,q−yn,q}. (1)

Note that equations
{
y21,1 − y1,1 = 0, · · · , y2n,q − yn,q = 0

}

are trivial relations over F2.

3.2. Complexity Analysis

We will investigate the complexity of solving (1) using Gröbner
bases computation by analyzing its dff . It is the smallest de-
gree of non-trivial syzygies of its homogeneous components of
highest degrees, which we denote by

{f̃ ′1,1, . . . , f̃ ′m,q, y
2
1,1, . . . , y

2
n,q}. (2)

In (2), all y2i,j for i = 1, . . . , n, j = 1, . . . , q vanish, which
leads to vanishing of x2i for i = 1, . . . , n. Moreover, non-
trivial syzygies of (2) can be derived from non-trivial syzygies
of f̃1, . . . , f̃m. Therefore, non-trivial syzygies of (2) can be ob-
tained from non-trivial syzygies of f̃1, . . . , f̃m coupling with
x2i = 0 for i = 1, . . . , n using linear algebra techniques intro-
duced in section 2.2. Eventually, we can obtain a formula for
dff of (2) under different m,n shown in (3).

3.3. Experiments

We run some experiments on the correctness of our formula
using random polynomial systems. Fig. 1 shows the results.
Moreover, we compare complexity of solving a random polyno-
mial system of n = m = 11, q = 2, . . . , 8 with direct Gröbner
basis solving and Weil descent and plot the results in Fig. 2.

4. Conclusion
We theoretially investigated the complexity of Weil descent on
a multivariate polynomial system by analyzing its first fall de-
gree. We gave a concrete formula for estimating this first fall
degree and testified it via experiments. Moreover, our experi-
ments showed the difference between first fall degree and de-
gree of regularity was no larger than 1, but this was not yet
clarified in our research and left for future investigation.





min

{
d

∣∣∣∣m
(

n
d−2

)
>
(
n
d

)}
∩ {2, 3}

min

{
d

∣∣∣∣m
(

n
d−2

)
>
(
n
d

)
+
(
m
2

)
+m

}
∩ {4}

min

{
d

∣∣∣∣m
(

n
d−2

)
>
(
n
d

)
+ n

((
m
2

)
+m

)}
∩ {5}

min

{
d

∣∣∣∣m
(

n
d−2

)
>
(
n
d

)
+
(
n
2

) ((
m
2

)
+m

)
− n(n+1)(n+2)

6

}
∩ {6}

min

{
d

∣∣∣∣m
(

n
d−2

)
>
(
n
d

)
+
(
n
3

) ((
m
2

)
+m

)
− n2(n+1)(n+2)

6

}
∩ {7}

...
(3)

Figure 1: Comparison of the estimated first fall degree (est.
dff ), experimental first fall degree (exp. dff ) and experimental
degree of regularity (exp. dreg) of polynomial systems derived
from Weil descent. It shows exp. dff (green line) and est. dff
(blue line) match perfectly for the chosen parameters and the
difference between exp. dreg (red line) and est. dff (blue line)
is no larger than 1
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Figure 2: Comparison between the complexity of directly solv-
ing f1, . . . , fm ∈ R using Gröbner basis techniques and Weil
descent with n = m = 11, ω = 2.8 and q ranging from 2 to 8
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Several designs of various cryptographic algorithms and primitives (stream cipher Edon80, hash
function NaSHA, S-boxes [2], etc. [5]) in the past years used quasigroups. Usually quasigroups with
some special properties were used. Quasigroups are tightly connected with latin squares since Caley
table of a quasigroup is a latin square and for each latin square the is a quasigroup that has the given
latin square as its Caley table.

A latin square of order n is an n × n array filled with n distinct symbols (e.g. 0, 1, . . . , n − 1) with
the property that each row and each column contains a permutation of these n symbols [1].

One way of finding a special quasigroup (latin square) is to find an algorithm for its construction. In
our approach we transformed the problem of the existence of a special latin square to the famous SAT
problem. Instances of a SAT problem can be solved using a SAT solver. SAT solvers are also used for
cryptanalysis and also in attacks on logic locking of logical circuits. Each year a SAT solver competition
[4] takes place. Properly chosen formulas (solvable within one hour, but not in a negligible time) can be
also used as a new benchmark for the SAT solver competition [4].

In our contribution we show how to create a CNF formula using boolean variables that is satisfiable
iff the special latin square exists. We focused our attention on the so called row complete latin squares.

A latin square L is said to be row-complete [1], if for all pairs (α, β), α 6= β, α, β ∈ {0, 1, . . . , n− 1}
there is a row i of L, 0 ≤ i < n such that L(i, j) = α and L(i, j + 1) = β, 0 ≤ j < n− 1.

The construction of row-complete latin squares of even order is known for years [6]. Later Higham
proved that row complete latin squares of any composite order do exist [3]. It is not known if there are
any row-complete latin squares of some prime order. By exhaustive search it was shown that there are
no row-complete latin squares of prime orders n=3,5,7.

We will present the results of our experiments, the running times of the CaDiCaL SAT solver needed
to find row complete latin squares (of non prime order yet :)), including the impact of the order of clauses
in the CNF formulas.

*This project is supported by NATO Science for Peace and Security Programme under Grant G5448
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8 s p 8 1c s p rand 1c rand
39.7 0.36 15.04 4.29
39.43 0.36 110.29 5.16
39.53 0.36 3 13.07
39.55 0.36 10.81 0.93
40.55 0.36 153.82 16.87
39.45 0.36 0.26 20.76
39.54 0.36 171.81 5.11
39.53 0.36 0.25 4.71
40.65 0.36 7.02 2.47
39.42 0.36 5.15 1.41

Table 1: Running times in seconds (as were stated by the CaDiCaL SAT solver itself) needed to find a
row complete latin square of order 8 with various order of clauses in formula. Rand = random order of
clauses in formula, 1c = first column forced to be 1, 2, . . . , 8, s p = firstly clauses that ensure that an
item cannot occur more than once in a row/column and then clauses that ensure that each item has to
appear in each row/column. The SAT solver was running on a PC with Linux Ubuntu, Intel i5-6400,
2.7GHz, 4 cores, 8GB DDR4 2133MHz memory.
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ABSTRACT

In this work we formulated a problem of recovering unknown vector by partial information given in
the form of linear dependencies. We proposed formalization of this problem by introducing a notation
of the system of linear restrictions over a finite field. We proved several claims about a cardinality of
a solution set of the system of linear restrictions with zero/non-zero right-hand sides generated by an
unknown fixed vector.

Keywords System of linear restrictions · Algebraic cryptanalysis · Finite field · Stream ciphers · Saturation point

1 Introduction

Standard models of algebraic cryptanalysis search dependencies between plaintexts, ciphertexts and keys in a form
of a system of polynomial equations over a finite field [1]. But we can consider an alternative problem when only
some restriction on possible values of dependencies with an unknown vector are known. Research of such problem is
expedient because there are many methods that allows to get partial information about intermediate values of some
parameters of encryption process. These methods can indicate that some dependencies with unknown parameters
can’t get specific finite range of values. Such information can be obtained from a side channel or weaknesses of a
cryptosystem implementation. So we can formulate the problem of unknown vector recovering with information given
in the form of linear dependencies. As a formalization of this problem, we introduced a notation of the system of linear
restrictions over a finite field. In practice, the system of linear restrictions is generated with fixed but unknown vector,
so we’ll mainly consider this case. Obtained in this paper results can be applied to algebraic cryptanalysis of stream
ciphers and cryptosystems based on linear codes [2].

2 Results

Let’s define a notation of the system of linear restrictions with analogy to the system of linear equations.

The system of linear restrictions over a field F is a system of expressions of the form




a
(1)
1 x1 + a

(1)
2 x2 + . . .+ a(1)n xn 6= a

(1)
0

. . .

a
(m)
1 x1 + a

(m)
2 x2 + . . .+ a(m)

n xn 6= a
(m)
0

,

where a(j)i ∈ F for i = 0, n, j = 1,m, xi ∈ F for i = 1, n and m > 1. Shortly we can denote the system as A ·x 6= a0,
where A and a0 are, respectively, matrix and vector of coefficients. Also the symbol «6=» is used in untypical context
and stands for «not equal in all components». If the constants a(j)0 = 0 for j = 1,m, then we can write A · x 6= 0.

Solution of the system is a vector x0 ∈ Fn that satisfies every restriction in the system. Solution set is a set of all
solutions: {x ∈ Fn|A · x 6= a0}.
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Commonly used on practice case is F = F2k , so we’ll consider binary fields, but all results can be easily generalized to
arbitrary finite fields. Also, we’ll consider systems, generated with fixed vector z(tr) ∈ Fn

2k , n ≥ 2, because on practice
we usually know that cryptosystem works with such fixed parameter (for example, key or initial vector) for a while. Let
Atrue is the set {a ∈ Fn

2k |(a, z(tr)) 6= 0}, where (a, z(tr)) is the inner product of vectors a and z(tr).

Proposition. The number of vectors in Atrue is 2kn − 2k(n−1).

Now we can form the system of linear restrictions from all vectors in Atrue. We’ll denote solution set of this system
as Dtrue. Such a system is the most complete, because it includes all possible restrictions for z(tr). Now the question
arises whether we can find the vector that was used for a generation of Atrue. The answer is positive, so we can restore
z(tr) accurate to proportionality coefficient for a system A · x 6= 0.

Theorem. For the system of linear restrictions Atrue · x 6= 0 the cardinality of the solution set Dtrue is equal to 2k − 1.

This theorem claims that it’s possible to restore z(tr) or it’s multiples for the complete system of restrictions. But the
size of Atrue tends to |Fn

2k | with growth of k. That’s why we should look for smaller systems, whose solution set is
Dtrue. To formalize this problem we need one more notation. The saturation point is a number minA′ |A′|, where
minimum is taken over all A′, such that A′ ⊆ Atrue and A′ · x 6= 0 has solution set Dtrue. In fact, such set, on which
minimum is reached, has all properties of Atrue, but smaller size. Now let’s consider the case of a non-zero right side.

As earlier, vector z(tr) ∈ Fn
2k is fixed (also assume that z(tr) is non-zero). For an arbitrary b ∈ F2k we can define the set

A
(b)
true = {〈a, b〉, a ∈ Fn

2k |(a, z(tr)) 6= b}.

Notice, that A(0)
true is equal to Atrue accurate to a first component of each pair. Also, we can fix a non-zero element g

and corresponding set A(g)
true. Let’s introduce a modified set Âtrue as the union of sets A(0)

true and A(g)
true. We also denote

the solution set of this system as D̂true.

Theorem. For the system of linear restrictions Âtrue the number of solutions |D̂true| = 1.

So, in the case of a non-zero right-hand side an unknown fixed vector can be recovered completely. The proof on this
fact is constructive and it used a redundant number of vectors to eliminate all unnecessary candidates, expect of z(tr).
That’s why it’s possible to propose more explicit construction of a matrix that will also have one solution.

Proposition. Let Âexpl ⊆ Âtrue is a system of linear restrictions, which includes all possible restrictions of two
types: a) restrictions, in which one component is equal to 1, all other components are zero and right side is also zero;
b) restrictions, in which one component is non-zero, all other components is zero and right side is equal to g. Then such
system has only one solution z(tr). Also, the cardinality of Âexpl is (2k − 1) · n.

Now it’s possible to give an upper bound for the saturation point (which defined similarly for a non-zero case).

Consequence. For the system of linear restrictions with an unknown fixed vector and restrictions, in which right-hand
sides are equal to zero or fixed element g 6= 0, the saturation point is upper bounded by (2k − 1) · n.

In fact, such construction isn’t so redundant as Âtrue, but still «brute force» for an unknown vector.

3 Conclusion

In this paper we formalized a problem of recovering an unknown vector by partial information with a notation of the
system of linear restrictions. We proved several results about the cardinality of the solution set in cases of zero and
non-zero right sides. These results show that in such cases an unknown fixed vector can be fully or partially recovered.
Also, we introduced an explicit construction of matrix that gives an upper bound on the saturation point. It claims that
on practice in some cases we can gather much less restrictions than all possible to fully recover unknown vector.
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Since their introduction by Rothaus in 1976 [4], bent functions played an important role in the security
of cryptographic systems. As functions which have a maximum Hamming distance from the set of affine
functions, they are extensively used to achieve nonlinearity of S-boxes for block and stream ciphers.
While the theory behind bent functions is substantially developed [3],[5], their enumeration is difficult
even for a small number of variables (listed for n ≤ 6). Bent functions are rare and they are found by
sieving on a large number of prospective Boolean functions or constructed by various methods, such as
the iterative Maiorana-McFarland method. This work observes the use of the novel sieving technique
based on the Binary Decision Diagram (BDD) representation of Boolean functions.

The BDD structure was introduced by Akers [1], and gained true popularity with Bryant’s work
[2]. It is distinguished for compact representation of Boolean functions and for efficient manipulation
with them. The BDD stands as a variant of the directed acyclic graph with two terminal vertices and
efficiently represents a truth table of Boolean functions by encoding their values as paths from the top
vertex to terminal vertices. Many variations of BDDs are developed for different purposes, for example,
the Zero Decision Diagram (ZDD) to represent combinatorial sets. Herein we use the Reduced Ordered
BDD (ROBDD) structure which is a canonical representation of Boolean functions, i.e. under certain
conditions the Boolean function has only one representation with the ROBDD graph.

It is an established fact that the total number of Boolean functions with n-variables is 22
n

, thereby
imposing an extremely large search space of prospective functions to sieve for bentness. Such a large
search space must be reduced and partitioned to make a sieving possible even for Boolean functions
defined on small number of variables. The main steps of the approach are based on the compactness of
ROBDD representation of Boolean functions and a divide-and-conguer implementation of algorithms on
them, let us

� build the ROBDD graph for the characteristic function 1Bn of a set Bn of all Boolean functions
with n-variables excluding the affine functions. The cardinality of such a set is known to be equal
to 22

n − 2n+1,

� partition a characteristic function according to its minterm representation,

� based on certain properties of bent functions, eliminate minterms which cannot identify a bent
function, and

� sieve through remaining minterms of a characteristic function 1Bn
and select bent functions.

As a result of the ROBDD compactness the approach can be applied to enumerate bent functions for
n ≤ 6 variables. For example, the ROBDD graph for the characteristic function 1B6 has only 670
vertices, while the ROBDD graph encoding the full set of Bent functions B6 out of six variables contains
approximately 12.7M vertices. Despite its hugeness, logical operations with such a graph are feasible
by using the ROBDD diagram, though it appears unnecessary to utilize them on the whole graph. This
paper reveals the idea of the graph reduction by the restriction of a characteristic function to a variable
values, which actually brings on considerable graph reduction.

For the above mentioned characteristic function 1Bn of a set of all Boolean functions without the
affine functions, restriction to the values of some variable xi ∈ {0, 1} will produce two disjunctive sets
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characterized by restriction functions

1Bn−1(. . . , 0i, . . .), 1Bn−1(. . . , 1i, . . .)

This step can be further applied to these functions by selecting values for another variable

xj ∈ {0, 1} : j 6= i

thereby further reducing the sets. Having applied the steps repeatedly, we were able to confirm the
number of Bent functions for n = 8 and even improve the upper bound on a number of Bent functions
for n = 10. Since promising results have so far been obtained, we expect that such a technique can be
further improved and thereby allow a better estimation of upper bounds for number of Bent function
with n ≥ 10 variables.
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In our work, we present formulas for differential-addition and doubling using a compression function fGH,2(P ) =
xP +yP of degree 2 on a generalized Hessian curve EGH : x3 +y3 +a = dxy, where P = (xP , yP ), using elementary
algebra methods. Moreover, we also present formulas for 2, 3-isogeny, and general `-isogeny evaluation, using this
function. It is worth noting that for compression function fGH,2 such formulas have not been presented before. On
the other hand, we also use elementary algebra methods for obtaining differential-addition and doubling formulas
using compression function fGH,6(P ) = xP yP of degree 6, as well as we present formulas for 2 and general `-isogeny
evaluation using this function.

Differential addition and doubling formula for the compression function of degree 2 and 6 on generalized Hessian
curves. This time has been obtained using elementary algebra methods, not the Gröbner basis mechanism as in
[1] and [2]. The most important part of this paper is presenting formulas for computing 2,3, and `-isogenies on
generalized Hessian curves using compression function of degree 2 and formulas for computing general `-isogenies,
for ` 6= 3. In the case of the compression function of degree 6, it is worth noting that computing 3-isogenies, in
this case, is impossible because it is impossible to distinguish compression of different points of order 3.

We also show that the compression function of degree 6 is much more convenient for using the isogeny-based
cryptography because computation and evaluation of `-isogeny are, in this case, much more efficient than similar
computations for the compression function of degree 2. This situation holds because the compression function of
degree 6 has a multiplicative character, and the compression function of degree 2 has an additive character.

Isogeny-based cryptography is one of the most promising fields in post-quantum cryptography. In the SIKE
algorithm (Supersingular Isogeny Key Encapsulation) specification, x-line arithmetic on the Montgomery curve
is used. However, it is also possible to use other alternative models of elliptic curves in this context, for example,
Edwards, twisted Edwards curves, Huff’s curves, Hessian curves, generalized Hessian curves, and twisted Hessian
curves. We mainly focus on applying x-line arithmetic to the Hessian curves family. We consider compression
function on generalized Hessian curves, given by fGH,2(P ) = xP + yP , where P = (xP , yP ). This compression
function may be easily obtained from compression function fTH,2(P ) = yP +1

xP
on twisted Hessian curve ETH and

isomorphism between EGH and ETH , which is simple coordinates swapping.
Unfortunately, it seems that using compression function fGH,2 in isogeny-based cryptography is reasonable only

in the context of SIDH and SIKE protocols, where consecutive computations of 2 and 3-isogenies are required. In
the case, when it is necessary to compute isogenies of larger degree, like, e.g., in CRS [3] and CSIDH [4], application
of compression function fGH,2 is challenging and inefficient because isogeny evaluation formula for twisted Hessian
curves given in [5] (and thus for generalized Hessian curves) has multiplicative character. Unfortunately, the
compression function fGH,2 has an additive character.

A method for computing an odd general `-isogeny on a generalized Hessian curve using the compression
function fGH,6(x, y) = xy will be shortly described below.

For a generalized Hessian curve given by the equation

EGH : x3 + y3 + a = dxy (1)

and an `-isogeny φ : EGH → E′GH , where ` = 2s + 1, with a kernel F = {(1 : −1 : 0)} ∪∑s
i=1{(ui, vi), (vi, ui)}

one may obtain the isogenous generalized Hessian curve equation:

E′GH : x3 + y3 + a′ = d′xy, (2)

where
a′ = a`,

d′ =
(

(1− 2n)d+ 6
∑s

i=1

(
dri−a
ri

))∏s
i=1 ri,

(3)

and ri = fGH,6(ui, vi) = uivi.
Finally, for P = (xP , yP ) ∈ EGH one obtains that

fGH,6(φ(P )) =
∏

Q6=(1:−1:0)∈F xP+QyP+Q =
∏

Q6=(1:−1:0)∈F fGH,6(P +Q) =∏s
i=1 fGH,6(P +Q)fGH,6(P −Q),

(4)

26
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which may be easily computed using formula for differential-addition formula for compression function fGH,6.
In conclusion, we believe that our methods may be helpful in isogeny-based cryptography algorithms and can

be used in practice.
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Pseudorandom sequences, i.e. sequences which are generated with deterministic algorithms but look
random, have many applications, for example in cryptography, in wireless communication or in numerical
methods. Based on the particular application, many different approaches for pseudorandomness have
been proposed.

In this work, we are interested in studying the properties of pseudorandomness of sequences derived
from hyperelliptic curves of genus 2. In particular, we want to study the linear complexity of these
sequences.

The N -th linear complexity Lpsn, Nq of a sequence psnq over the finite field Fq is defined as the
smallest non-negative integer L such that the first N terms of the sequence psnq can be generated by a
linear recurrence relation over Fq of order L, that is, there exist c0, c1, . . . , cL�1 P Fq such that

sn�L � c0sn � c1sn�1 � � � � � cL�1sn�L�1, 0 ¤ n ¤ N � L� 1.

Linear complexity is a figure of merit of pseudorandom sequences introduced to capture undesirable
linear structure in a sequence. It provides a test of randomness and is a standard tool to eliminate
sequences with non-randomness properties. This test is implemented in many test suites such as NIST [2]
and TestU01 [1].

Let C be a hyperelliptic curve of genus 2 defined by

C : y2 � fpxq

with fpxq � x5� b1x
4� b2x

3� b3x
2� b4x� b5 over a finite field Fq of odd characteristic. Contrary to the

elliptic case, hyperelliptic curves with higher genus (g ¥ 2) do not form an additive group. However, one
can define a group operation by introducing the Jacobian JC of the curve C, which is a 2 dimensional
abelian variety for genus 2 curves, that is, the Jacobian is a surface for genus g � 2.

The elements of the Jacobian can be represented by the Mumford representation, that is, for each
D P JC there is a one-to-one map

D ÞÑ pu, vq,

such that

1. u is monic,

2. u divides f � v2,

3. degpvq   degpuq ¤ g.

The addition of elements, given in Mumford representation, can be evaluated using Cantor’s algorithm.
Our aim is to study the pseudorandomness properties of walks on the Jacobian JCpFqq defined by

Wn � D �Wn�1 � nD �W0, n � 1, 2, . . . ,

with D P JCpFqq and some initial value W0 P JCpFqq.
We estimate the N -th linear complexity of the Mumford coordinates of the sequence pWnq. More

precisely, for D P JCpFqq, let ruDpxq, vDpxqs be its Mumford representation, where for most elements,
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uDpxq � x2�u1pDqx�u0pDq and vDpxq � v1pDqx� v0pDq P Fqrxs. For the coordinate function u0pDq,
our result implies the following lower bound for the linear complexity

Lpu0pWnq, Nq ¥

Z
c
mintt,Nu

q

^
, for N ¥ 1

for some absolute and explicit constant c ¡ 0, where t is the order of D. A similar bound holds for the
other coefficients. The most promising case is when the Fq-rational elements of the Jacobian JC is close
to being a cyclic group, and D has order t � q2�op1q.

Our proof uses an embedding of the Jacobian JC into P8 provided by Grant [3], for which he gave
explicit addition formulas for points on the Jacobian. After tailoring these formulas for the Jacobian
over finite fields, we are able to prove the required degree estimates in order to use Stepanov’s method.
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Application of Velusqrt algorithm to Huff’s and general Huff’s curves
Micha l Wroński, Military University of Technology in Warsaw

This paper presents the Velusqrt method’s application to the Huff’s and general Huff’s curve models. Although
the formula for the computation of `-isogeny using kernel polynomial for general Huff’s curves is known and was
given in [1], we found a similar formula for the case of Huff’s curves. What is more, we presented many different
compression functions suitable for such applications. Presented by us, the compression functions of degree 4 seem
to be efficient for evaluating `-isogeny. They seem to be also reasonable for computation of the `-isogenous curves.

Huff’s curve over K is provided by the equation [2]

Ha,b : ax(y2 − 1) = by(x2 − 1), (1)

where a2 6= b2 and a, b 6= 0. The neutral element is the point O = (0, 0) and for any point P = (xP , yP ) the
opposite point is equal to −P = −(xP , yP ) = (−xP ,−yP ). Similarly, general Huff’s curve over K is provided by
the equation [3]

Ga,b : x(ay2 − 1) = y(bx2 − 1), (2)

where a 6= b and a, b 6= 0. The neutral element is the point O = (0, 0), and for any point P = (xP , yP ) the opposite
point −P = −(xP , yP ) = (−xP ,−yP ).

The Velusqrt method was firstly showed in 2020. In [4] Bernstein, De Feo, Leroux, and Smith presented
an odd-degree isogeny computation method called Velusqrt. They modified the algorithm for the evaluation of
polynomials whose roots are powers hS(α) =

∏
s∈S(α− ζs), with complexity Õ(

√
#S), to use a similar technique

with x-line arithmetic for points on an elliptic curve to evaluate hS(α) =
∏

s∈S(α − f([s]P )), where f : E → Fq

is compression function (in the case of Weierstrass and Montgomery curve f(P ) = x, where P = (x, y), is
compression function of degree 2). Such an algorithm has complexity Õ(

√
`), where ` is the degree of the isogeny.

As was shown in [4], the Velusqrt algorithm can be applied to the practical implementations of CSIDH and
CSURF, obtaining faster solutions for ` ' 110 (it depends on many factors).

Other authors also analyzed the application of the Velusqrt method. For example, in [5] it was considered the
constant-time implementation of CSIDH using the Velusqrt method. What is more, in [6] applications of Velusqrt
algorithm to CSIDH and B-SIDH constant-time implementations were analyzed.

Application of compression functions of degree 2 for Huff’s and general Huff’s curves to the isogeny-based
cryptography was presented in [7], but only in the case of traditional Vélu formulas. This paper extends presented
in [7] applications of Huff’s and general Huff’s curves to the isogeny-based cryptography by adding new compression
functions of degree 4 and their application to the Velusqrt method.

To find compression functions of degree 4, we used the method of Kohel. In [8], Kohel studied symmetric
quartic models over binary fields with a rational 4-torsion point T . He showed that a genus one curve which
admits translations by rational points and translation morphism τT = P + T on curve E is projectively linear
(induced by a linear transformation of the ambient projective space), iff E is a degree n model determined by
a complete linear system in Pn−1 and T is in the n-torsion subgroup. Such a method was used in [9] to obtain
high-degree compression functions on many alternative models of elliptic curves.

This paper uses his ideas to find new compression functions of high degree (degree 4) for Huff’s curves and
general Huff’s curves. The compression functions for which we are looking for are invariant on the action of
involution and translation by specific point T , in this case of order 2, which means that for the compression
function of degree 4 it holds that f4(P ) = f4(Q) iff Q = ±P + [k]T , for k = 0, 1.

Finally, we used the formula by Moody and Shumow [1] for obtaining `-isogeny on general Huff’s curves using
kernel polynomials, which is given by

ψ =


 xg(x)

g(0)(bx)2sg
(

1
bx

) , yh(y)

h(0)(ay)2sh
(

1
ay

)


 , (3)

where a′ = a`h(0)2 and b
′

= b
`
g(0)2. Let F = {(0, 0), (αi, βi), (−αi,−βi) : i = 1 . . . s}, where −(αi, βi) =

(−αi,−βi), is the kernel of an isogeny ψ of degree `, where ` = 2s + 1. Functions g(x) and h(x) are therefore
given by

g(x) =
∏s

i=1

(
x2 − αi

2
)
,

h(y) =
∏s

i=1

(
y2 − βi2

)
.

(4)
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Using formula (3) and isomorphism between Huff’s and general Huff’s curves, we found formula for obtaining
`-isogeny on Huff’s curves using kernel polynomials, which is given by

ψ(P ) =

(
(−1)sxg(x)

x2sg( 1
x)

, (−1)syh(y)

y2sh
(

1
y

)

)
. (5)

Let F = {(0, 0), (αi, βi), (−αi,−βi) : i = 1 . . . s}, where −(αi, βi) = (−αi,−βi), is the kernel of an isogeny ψ of
degree `, where ` = 2s+ 1. Functions g(x) and h(x) are therefore given by

g(x) =
∏s

i=1

(
x2 − α2

i

)
,

h(y) =
∏s

i=1

(
y2 − β2

i

)
.

(6)

Using formula (3) we obtained formula for compression function of degree 2 on general Huff’s curve which is
given by Theorem 1.

Theorem 1 Let us note that using the compression function f2(P ) = xy = r one obtains that

f2

(
ψ(P )

)
=




rg2

(
r(ar+1)

br+1

)
h2

(
r(br+1)
ar+1

)

g2(0)h2(0)
(
abr
)2s

g2

(
br+1

b
2
r(ar+1)

)
h2

(
ar+1

a2r(br+1)

)


 , (7)

where ri = α2
i , g2(z) =

∏s
i=1

(
z − ri(ari+1)

bri+1

)
, h2(z) =

∏s
i=1

(
z − ri(bri+1)

ari+1

)
and a′ = a`h2(0)2 and b

′
= b

`
g2(0)2.

Similarly, using formula (5) we obtained formula for compression function of degree 2 on Huff’s curve which
is given by Theorem 2.

Theorem 2 Let us note that using the compression function f2(P ) = xy = r one obtains that

f2 (ψ(P )) =




rg2

(
r(ar+b)
br+a

)
h2

(
r(br+a)
ar+b

)

r2sg2

(
br+a

r(ar+b)

)
h2

(
ar+b

r(br+a)

)


 , (8)

where ri = αiβi, g2(z) =
∏s

i=1

(
z − ri(ari+b)

bri+a

)
and h2(z) =

∏s
i=1

(
z − ri(bri+a)

ari+b

)
and a′ = (−1)s a

g2(0) and b′ =

(−1)s b
h2(0) .

We also showed similar formulas for some compression function of degree 4 on both general Huff’s and Huff’s
curve.

Formulas presented in the paper may be easily applied to the postquantum isogeny-based algorithms like
B-SIDH, CSIDH, and CSURF.
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Extended abstract

This abstract is a brief description of our research that pertain to construction of a certain 2-signature
scheme, which in turn is intended to be exploited in crypto-protocols requiring two independent cre-
dentials, as in cryptocurrencies for instance. The high level idea of the scheme is such that there are
two signers with two independent keys (sk1, pk1) and (sk2, pk2), that sign the same message. Unlike the
regular digital signature schemes (DSS), the signing algorithm here is split into two separated phases.
Namely, within the first stage both signers independently make so-called pre-signatures with their secret
keys and send them to the second phase. It must be highlighted that none of the signers has already
control of signature generation process. Eventually, both the pre-signatures became a seed for creating
a value of the proper signature.

Since the scheme itself exploits Type 3 pairings, the setup algorithm G (1n) generates parameters of
the following form params := (G1,G2,GT , p, gi,j , ê,Hashes), where G1,G2 and GT are three multiplicative
cyclic groups of prime order p, ê : G1 ×G2 → GT is a pairing of Type 3 and gi,j ∈ Gi with i, j ∈ {1, 2}.
It is obvious that according to the definition, G1 6= G2 and no efficiently computable isomorphism is
known between G1 and G2, in either direction. The component Hashes consists of three hash functions
H1 : {0, 1}∗ → F∗

p, H2 : GT ×GT → {0, 1}n, H3 : {0, 1}∗ → F∗
p × F∗

p. Below we describe some details of
the scheme

Gen(1n, params)

1 : s1, s2
$← F∗

p

2 : u1 ← gs11,1, u2 ← gs22,1

3 : sk = (sk1, sk2) = (s1, s2), pk = (pk1, pk2) = (u1, u2)

4 : return (sk, pk)

Sign.Stage1-Signer1sk1,params(M)

1 : t1 ← g
1

s1+H1(M)

1,2

2 : return t1

Sign.Stage1-Signer2sk2,params(M)

1 : t2 ← g
1

s2+H1(M)

2,2

2 : return t2

Even though DLP protects each of the pre-signatures against being forged, they are raw data and none
of them ought to be sent via a publicly available canal. In case if at least one of the signing sites is
outside a local network the protocols like VPN (IPSec) have to be used to provide secure data traffic.

Sign.Stage2params(M, t1, t2)

1 : nonce
$← {0, 1}n

2 : (r1, r2)← H3(nonce‖M)

3 : σ = (σ1, σ2, σ3)← (tr11 , t
r2
2 , nonce ⊕H2 (ê(g1,1, g1,2)

r1‖ê(g2,1, g2,2)r2))
4 : return σ
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Vrfypk,params(M,σ)

1 : λ1 ← ê
(
u1 · gH1(M)

1,1, , σ1

)
, λ2 ← ê

(
u2 · gH1(M)

1,2, , σ2

)

2 : η ← H2(λ1‖λ2)⊕ σ3

3 : (τ1, τ2)← H3(η‖M)

4 : if λ1 = ê(g1,1, g1,2)
τ1 and λ2 = ê(g2,1, g2,2)

τ2

5 : return 1

6 : else

7 : return 0

The security proof is conducted in the random oracle model, where the hash function H1 is modeled
as a random oracle. To be more precise we show that making a forgery is at least as hard as solving a
two-bilinear inversion problem that we denote `-2BDHI3 and define in the following way

`-2BDHI3 : given {g1,j , gα1,j , . . . , g
(α`)
1,j ; g2,j , g

β
2,j , . . . , g

(β`)
2,j ; }, j ∈ {1, 2}

compute ê(g1,1, g1,2)
1
α and ê(g2,1, g2,2)

1
β .

Moreover, we indicate that solving stronger version of `-2BDHI3 enables us to solve the classical bilinear
Diffie-Hellman inversion problem (` + 1)-BDHI3. This strengthen means that except the above input
data there has been also given an access to a certain decision oracle.
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Abstract

Attribute-based encryption (ABE) is an extension scheme of identity-based encryption and public-
key encryption. It is able to achieve fine-grain access control and one-to-many encryption mode that
makes it suitable in the practical applications. In addition to mathematical proofs, it is important
to formally verify its security properties using different protocols. ProVerif as an automatic crypto-
graphic protocol verifier that we have used to prove the protocol security in a formal way. In our
paper, we use ProVerif to prove the confidentiality property of ABE secret key exchange in different
protocols.

1 Attribute Based Encryption

Sahai and Waters [4] firstly proposed the ABE scheme in 2005 as the first one-to-many cryptosystem. In
the ABE schemes, both the ciphertext and the key are related to a set of attributes. According to the
characteristics of information and the attributes of receivers, the encryptor can customize an encryption
strategy, and the generated ciphertext can be decrypted only by the users whose attribute satisfies the
encryption policy [5]. ABE can be divided into two main versions: key-policy attribute-based encryption
(KP-ABE) [3] and ciphertext-policy attribute-based encryption (CP-ABE) [1]. These two version differ
in the phase where the access policies are settled. Due to its outstanding performances on practical
applications, it is important to formally verify the security properties of ABE in different protocols.

2 ProVerif

ProVerif [2] is an automatic cryptographic protocol verifier, which has been used and developed since
2001. It is able to prove the security properties of secrecy, authentication and observational equivalences.
ProVerif takes a model of the protocol in an extension of the pi calculus with cryptography and the
security properties that we want to prove as inputs. Then, it automatically translates this information
into an internal representation, and uses an algorithm based on resolution with free selection to determine
whether a fact is derivable from the clauses or not. The goal of our paper is to proof the confidentiality
property of ABE as part of different protocols using ProVerif protocol verification tool.

3 Formal Verification

Confidentiality means that legitimate users get access to the encrypted data or files by verifying their
attributes. Only when the members meet the requirements of access control polices, the plaintext can be
retrieved. On the other hand, every PPT adversary should be able to learn the plaintext without proper
attributes with negligible probability only. Using ProVerif, first we defined the different algorithms of
ABE. Then, we defined two different protocols and the required property, and specified the behavior of
attacks and output the results based on attacks to prove the confidentiality property of ABE in various
manifestations. We specifically discussed the security of ABE secret key exchange in different protocols.
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4 Our contribution

In this paper, we will verify confidentiality property of ABE secret key exchange in two different protocols
using ProVerif and show that without proper signing and asymmetrically encrypting the user secret key,
an adversary can intrude and decrypt the ciphertext. A first protocol is through the use of Public Key
Infrastructure (PKI), while the second protocol is based on the use of Key Distribution Center (KDC)
as a trusted entity to check the public key and send the corresponding keys for signing and encryption.
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Abstract: Secret sharing is a method to distribute a sensitive information amongst
the participants of the protocol. The secret can only be restored by some predefined
coalitions of the participants called qualified subsets and the unqualified coalitions
cannot determine anything about the secret. The system of qualified sets is called
access structure. Secret sharing is used in many cryptographic protocols, e.g. multi-
signatures, secure aggregations, secure shuffling, and other secure MPC protocols.

The most used secret sharing method the Shamir secret sharing assumes that the
role of the participants is symmetric. In some applications where there is a hierarchy
amongst participants for example business, companies, governments, we don’t want
to make such restrictions. Bipartite structures are a specific family of access struc-
tures where the participants are partitioned into two groups and a set is qualified
if it consist enough participants from both groups. Within this work we prove a
lower bound for information ratio, more precisely the Shannon-complexity of regular
bipartite structures.

Keywords: Secret sharing, biparite access structures, Shannon-complexity

1 Introduction

An access structure Γ on P participants is bipartite, if P = P1 ∪ P2, P1 ∩ P2 = ∅ and A ∈ Γ
depends only on the cardinalities A∩ P1 and A∩ P2. More precisely if n1 = |P1| and n2 = |P2|,
Γ is given by an integer ` and two monotone sequences of integers

0 ≤ a1 < a2 < ... < a` ≤ n1 and n2 ≥ b1 > b2 > ... > b` ≥ 0

such that A ∈ Γ is equivalent to |A ∩ P1| ≥ ak and |A ∩ P2| ≥ bk for some 1 ≤ k ≤ `.
(a1, b1), (a2, b2), ..., (a`, b`) is a staircase in the non-negative grid, having steps of width wk =
ak+1 − ak and heights hk = bk+1 − bk. We call a staircase regular if all heights and weights are
the same.

We measure the complexity of an access structure with the information ratio, that is the
amount of information the participants have to store related to the size of the secret. If the value
is 1, then the structure called ideal. Computing the information ratio of an access structure is

∗Research has been supported by the ÚNKP-30-3 New National Excellence Program of the Ministry for
Innovation and Technology from the source of the National Research, Development and Innovation Fund.
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Figure 1: A staircase of length `Γ = 4 for bipartite Γ with n1 = 6, n2 = 4. The widths of the
steps are 2, 1, 2, and the heights are 1, 1, 1

usually a hard problem. The exact value is known only for small structures and specific families:
for example access structures on at most 5 participants, most graph based access structures on
at most 6 participants, tree represented access structures, D-dimensional cubes, D-dimensional
cube with leaves, and some ideal structures.

Padro et. al. [1] proved that every regular bipartite with height and weight 1 is an ideal
structure. Csirmaz et al. [2] computed the value of information ratio of some regular bipartite
structures. Let denote w and h the weight and height respectively.

• If w = h then the information ratio of the structure is 2− 1/w

• If h = 1 then the information ratio of the structure is 1 + (`−1)(w−1)
`+w−2

Our work is a generalisation of these results. We proved a lower bound for every regular
staircase.

The only known method to compute lower bound for information ratio is the entropy method.
The properties and the definition of information ratio yields a linear programming problem. The
solution of this LP is called Shannon-complexity denoted by κ and is a smaller bound for the
information ratio.

I determined the Shannon-complexity for regular bipartite access structures by solving the
corresponding LP problem. On one hand I proved a lower bound using combinatorial properties
on the other hand I constructed a solution satisfying the constraints of the LP.

Theorem 1 Consider the regular staircase of width w, height h and length ` where the points
a1, b1 are not on the axis and w ≥ h. Then the value of κ is

κ =
(`w − 1)(2w − 1)

2w2 + (h`+ `− 2h− 3)w − h`+ 2h

In the cases of w = h and h = 1 our formula yields the results mentioned above.
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Máté Gyarmati

Department of Computeralgebra
Eötvös Loránd University

gyarmati93mate@gmail.com
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Abstract:

Secret sharing refers to methods for distributing some secret information amongst
a finite set of participants holding a partial information of the secret called share.
The goal is to distribute these shares in such a way that only predefined coalitions
of users are able to compute the secret.

Several secret sharing constructions are based on geometric objects. In this talk we
investigate multilevel schemes, where the participants are partitioned into groups of
the same role. Especially, we propose finite geometric constructions for compart-
mented and conjunctive hierarchical secret sharing schemes.

Keywords: Secret sharing, finite geometry, projective space

1 Introduction

Within this talk we consider secret sharing schemes from an algorithmic point of view. Assume
that some secret information s is distributed amongst a group of participants P by a special
additional entity called dealer. The dealer participates in this distribution step only. The secret
s can be reconstructed from the respective share only when a sufficient number of shares are
combined together. The collection of possible ”reconstructers” is described by the so-called
access structure A, i.e. a monotone increasing set of subsets of the participants.

In this talk we use the following useful linear algebraic method introduced by Blakley and
Kabatianskii [1] and van Dijk [2]. Let us assume that the dealer and the participants are assigned
vectors d, vi ∈ Fk

q for i ∈ P. The proposed constructions are based on the following result:

∗This research has been partially supported by Application Domain Specific Highly Reliable IT Solutions
project which has been implemented with the support provided from the National Research, Development and
Innovation Fund of Hungary, financed under the Thematic Excellence Programme TKP2020-NKA-06 (National
Challenges Subprogramme) funding scheme, by project K-120154 and project 132625 of the National Research,
Development and Innovation Fund of Hungary, by the ÚNKP-30-3 New National Excellence Program of the
Ministry for Innovation and Technology from the source of the National Research, Development and Innovation
Fund and by the Lendület programme of the HAS.
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Theorem 1 (Blakley and Kabatianskii [1]) A linear secret sharing generated by
G = (d, v1, . . . , v|P|) represents an ideal perfect secret sharing scheme realizing A if and only if
the following conditions hold:

1. ∀X ∈ A the vector d is a linear combination of the vectors vx, x ∈ X;

2. ∀Y /∈ A the vector d is disjoint from the subspace generated by vectors vy, y ∈ Y.

Multilevel secret sharing is one straightforward generalization of the widely used t-threshold
schemes, where, apart from some threshold value(s), the set of participants is partitioned into
smaller subsets (called groups or levels) such that the users within any given level are equivalent
from the secret sharing point of view. We are focusing on two special cases, namely on com-
partmented access structures with upper bounds and on hierarchical threshold access structures
as a generalization of results [3]. Further general multilevel constructions based on bivariate
interpolation techniques are introduced by Tassa and Dyn [4].

In compartmented access structures with upper bounds the goal is to avoid a given percentage
of members from all (disjoint) groups in qualified subsets. More precisely, let P =

⋃m
i=1 Gi and

let t ∈ N, ti ∈ N, i = 1, . . . ,m be thresholds with t ≤ ∑m
i=1 ti. Then the access structure is the

following:

A = {A ⊆ P : ∃B ⊆ A such that |B ∩ Gi| ≤ ti, ∀1 ≤ i ≤ m and |B| = t}

We propose geometric constructions for the special case of t1 = · · · = tm = t − 1 and show
the limits of this method as well.

In hierarchical threshold access structures with m disjoint levels, let P =
⋃m

i=1 Li and let
t1 < t2 < · · · < tm be a sequence of thresholds. In conjunctive (t1, . . . , tm)-hierarchical schemes
the access structure is the following:

A =
{
A ⊆ P :

∣∣A ∩
( i⋃

j=1

Lj
)∣∣ ≥ ti, for all 1 ≤ i ≤ m

}
.

We suggest ideal constructions for special cases of hierarchical access structures, in particular
a 2-level conjunctive (1, n+ 1)−hierarchical scheme and 3-level conjunctive (1, 2, n+ 1) scheme
using finite geometry arguments. We propose ideas for generalization of these constructions for
any number of levels.
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Protection mechanisms in recent times have focused on virtualization mechanisms
as a form of securing software from prying eyes of reverse engineers. Some of the more
successful implementations such as VMProtect have been largely defeated [1]. Other
protections focus on anti-tamper capabilities and tend to rely on encryption such as
Denuvo have similarly been defeated [2].

One area of protection which has not been extensively studied is the use of self-
modifying code (SMC). Introducing it into binaries is possible with some special
memory access modification whether in a static binary file or in memory created
on-the-fly at runtime through operating system dependent procedures and based on
the processor’s memory access enforcement mechanisms. We will study an approach
where loop transformations obfuscate the protected code, and dynamically generated
SMC provides an effective solution to allow decisions in the transformed loops.

The idea that dynamically generated SMC has a blueprint that is used to gener-
ate custom “stamped” SMC on the fly has also not been studied. We will show that
a graph algorithm such as depth-first search (DFS) based identification of strongly-
connected components (SCCs) and topological sorting can be implemented by a SMC
control-flow graph (CFG) representing the actual graph being queried. The ideas
allow for an optimization geared towards simplification of the stack and are gener-
alizable to largely any graph algorithm. The algorithms mentioned are those that
make up an efficient linear Boolean 2-satisfiability (2-SAT) instance solver [3].

As for CFG obfuscation, the hardest structure for most static analysis tools to
properly understand semantically is an irreducible loop, which is, informally speak-
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ing, a loop with multiple entries. Nesting of irreducible loops can cause quadratic
behavior where the loop nesting forest is constructed [4], and the only resolution to
structuring them into an abstract syntax tree (AST) involves introduction of vari-
ables and conditional expressions [5]. Although almost linear time algorithms exist
for building loop nesting forests of irreducible loops by various strategies which com-
bine them, translation to the AST does not necessarily allow for the same reductions
as identification.

This study will take a look at specifically a case study where every control flow
construct, be it a conditional or loop, will be further embedded or converted into an
irreducible loop nest designed to cause quadratic behavior in identification. These
loops however will be largely fictitious allowing the original looping behavior, or a
simple single iteration. The 2-SAT solver will be used to determine the exit conditions
for all of the loops in question, and given that it uses dynamic SMC, will be beyond
the scope of any state-of-the-art static analysis tools. The function which will be
protected will be a security critical function such as a white-box AES or RSA imple-
mentation. Performance measurements and a look at how powerful tools such as IDA
Pro and Ghidra disassemblers and decompilers will process them will be presented
under Windows and Linux on the modern x86 and x86-64 platforms.

De-obfuscation techniques will continue to get stronger against complex virtual-
ization schemes. Inevitably, the power of dynamic SMC would ensure more advanced
capabilities be developed in static analysis frameworks. Currently, they largely do
not consider it, making it one very open practical technique which causes theoretical
problems that have not yet received attention.
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Abstract

It is hard to trust elliptic curves standardized in a non-transparent way. We present a new
methodology and a tool to help spot any unexpected behaviour of these curves and potentially find
a problem.

Keywords: elliptic curves, standards, simulations, testing tool

1 Introduction

The selection of elliptic curves suitable for cryptographic applications is a difficult task. There are widely
used standards [3, 1, 4], defining elliptic curves with specific parameters and usually also describing
how these parameters were generated. Unfortunately, the parameter selection is often unsatisfactorily
explained, and there are documented instances of standards being manipulated [2].

According to the publicly known research, it is easy to detect weak elliptic curves (in the sense of
ECDLP) based only on their order [3]. However, it is plausible that unknown vulnerabilities exist in
some of the curves. A thorough analysis of the standard parameters is therefore needed to re-establish
the trust, especially if the standards are not transparent enough.

2 Methodology and simulations

Instead of looking for some new specific vulnerability, we mimic the generation process as closely as
possible to create a large set of simulated curves. It should not be possible to distinguish them from the
corresponding standard ones in any way. Yet we try to do exactly that, using any means necessary. Any
deviations found might reveal problems with the standards.

Following two specifications from two major standards X9.62 [1] and Brainpool [4], we have generated
over 200 000 simulated curves1. At a few points, the standards were a little ambiguous (e.g., the class
number computation in the Brainpool standard or the precise choice of curve parameters in the x9.62
standard), so we filled the gaps to reflect the choices made for the actual standard curves whenever
possible. We plan to implement other standards where the parameter selection is explicit enough to
allow reasonable simulations.

Both X9.62 and Brainpool deterministically generate each elliptic curve by hashing an initial seed
and then check the specified security conditions. The actual seeds are claimed to be random, but their
choice is not explained. In our simulations, we iterated over several millions of seeds and applied the
same process. Thus our curves should be indistinguishable from the standardized ones.

3 Our tool DiSSECT

DiSSECT is, to the best of our knowledge, the largest publicly available database of standardized elliptic
curves and offers generation of simulated curves according to the mentioned standards. The tool contains

1This took up to a week per standard on 20-core cluster of Intel® Xeon® Gold 5218.
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over 20 tests (which we call traits), each computing curve properties, ranging from classical algebraic
ones to unconventional ones and those connected to implementations. After obtaining their empirical
distributions, the traits allow us to compare the simulated curves to the standard ones. Finally, DiSSECT
provides an easy-to-use interface for implementations of custom traits and their interactive visualization.
We will make DiSSECT open-source in the near future and invite any collaborators. DiSSECT is
written in Python 3 and imports the SageMath library. The database of the standardized elliptic curves
as well as the simulated ones with the results of the traits, including the visualization, can be found at
https://dissect.crocs.fi.muni.cz/.

4 First results

Here we highlight two discoveries made with DiSSECT. A trait inspecting the bit-length of the x-
coordinate of half of the generator (in the left figure) revealed two curves (secp256k1 and secp224k1)
with only 166 significant bits. Further inspection showed that those values are identical. This property
has been known before, but the ability to find it demonstrates the usefulness of our approach.

The right figure displays a single curve (BLS12-381) appearing as an outlier for a trait computing
multiplicative orders of low primes modulo the curve order – pointing us to another property of the curve
that we were not aware of.
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Abstract

Optin Sensor Protocol (OSP) is a payload-agnostic, connection oriented Client-Server
protocol aiming to minimize overhead for IoT applications. It has many features useful
for IoT devices, but version 1.2 lacks any security features, thus it’s not suitable for use
cases, where confidentiality or the authentication of both parties is required. In this work,
we identify the weaknesses of OSP 1.2, set the requirements for version 2.0 and design a
more secure successor. We also implemented and tested this new protocol, formally and
informally as well.

1 Introduction

OSP has features to eliminate transmission problems of unreliable connections and it’s capable
of updating, controlling and configuring devices, besides data transmission. Version 1.21

however lacks any security features: data is sent as plain text, the server is not authenticated
and the client authentication has many flaws as well.

Our goal was to fortify OSP, design, implement and verify version 2.0. This version relies
on cryptographic primitives to satisfy the requirements we determined by threat modelling.
Our design respects the resource constraints of IoT environments. We provided a reference
implementation, an informal test suit, and for formal validation, we created a model of the
protocol for the Tamarin Prover2 and used it to prove how the requirements are satisfied.

2 Threat modelling & requirements

Threat modelling is a process to identify and correct vulnerabilities and weaknesses of ap-
plications. To do so, we examine the application at an architectural level, rather then by
inspecting the implementation itself. At the time we performed threat modelling of OSP 1.2,
we couldn’t find any framework suitable for protocol design. So we examined three threat
modelling frameworks (ASF3, STRIDE4, and DREAD5), and tried to combine their essence
in a threat modelling cheat-sheet we could use on protocols.

We identified several vulnerabilities and weaknesses, which led us to our requirements for
the new version. These requirements include the authentication of the client and server as
well, the integrity and authentication of messages, session integrity, the ability of confidential
data transmission and the prevention of a possible DoS attack we discovered in version 1.2.

1https://optin.hu/static/www/OSP spec en.pdf
2https://tamarin-prover.github.io/manual/tex/tamarin-manual.pdf
3www.omtp.org/OMTP Application Security Framework v2 2.pdf
4https://docs.microsoft.com/en-us/previous-versions/commerce-server/ee823878(v=cs.20)
5https://en.wikipedia.org/wiki/DREAD (risk assessment model
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3 Design

For the purpose of authenticating the communicating parties, we introduced the a 4-way
handshake, where both the client and the server can authenticate each other in a challenge-
response manner, using symmetric encryption only. Message integrity, authentication and
confidentiality is achieved by using the EAX6 cipher operation mode. This way our packets
can contain non-confidential, but authenticated parts (the fixed header) and encrypted data
(the packet payload). A MAC is appended to each message, and only AES is needed, which is
a suitable cipher for our low-resource environment. To achieve session integrity, we generate
a 2-byte random session ID on the server side, at session establishment. Message IDs are also
changed, to fix the following denial of service vulnerability. In OSP v1.2, a device can be
tricked to request re-send of K messages, where K is the maximal message ID, by sending it
two messages with the same ID. This issue can cause denial of service easily.

4 Implementation & evaluation

We implemented a reference client and server application. The client implementation was
tested on Atmega328P and ESP8266 microcontrollers, and the overhead of the EAX operation
was found to be acceptable (3 and 0.27 ms, respectively). The server can be considered to have
infinite capacity, so testing its performance didn’t seem to be relevant. We also implemented
a simple domain specific language to generate client behavior from textual commands and
implemented many test cases to check if the server handles errors as expect.

We created a Tamarin model as well for formal verification. In the model, we implemented
a setup rule to generate keys, the 4-way handshake and simple data transmission. We checked
if the handshake can be completed and we proved that the key can not be acquired by an
attacker.

5 Conclusion

OSP 1.2 suffered from several security-related weaknesses. We corrected these in the new
version while extended its functionality by confidential data transmission and integrity fea-
tures. We implemented and tested the new protocol: the overhead of the used EAX primitive
is acceptable, while the server implementation reacts to edge cases as expected. We also
performed formal validation to prove the correctness of the handshake and to make sure that
keys cannot be acquired by an attacker.
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Nowadays, the number of cars is increasing rapidly. To increase the efficiency of transport and the safety of 

vehicles and pedestrians, there is an increasing need for participants to be able to communicate with each other. 

The ITS (Intelligent Transportation System) recommends the use of VANET (Vehicular Ad-hoc networks) for 

this. With the help of VANET V2V (Vehicle-to-Vehicle) and V2I (Vehicle-to-Infrastructure) communication 

can be implemented. 

Identity-based cryptography (IBC) is proposed to replace Public Key Infrastructure. IBC does not require 

certificates because public keys are computed from identifiers. Thus, the relationship between the entity and the 

public key is in clear contrast to the Public Key Infrastructure, where a certificate is required for this. This can 

be a significant benefit in terms of saving on communication costs. Results show that operating costs are one-

fifth of the cost of public key systems, and IBC users are three times more efficient than users of public key 

cryptography. In the identity-based model, each wireless node only needs to store public parameters, their own 

ID, and their secret keys. The device does not need to contact the recipient in advance to get its certificate, so 

the cost of managing and storing certificates is avoided. 

Several proposals have been made in the scientific literature to secure the communication of self-driving 

vehicles. In the solution proposed by Zhaojun Lu et al. [3], the traditional public key infrastructure is combined 

with blockchains to ensure the protection of personal data. However, this solution is more complex and 

complicated than identity-based systems. In addition, the process execution requires more resources if 

certificates are applied. To initialize the system, entities must generate keys and communicate with leading 

organizations, which requires a secure channel. Due to the finite validity period of the certificates, they need to 

be updated from time to time. In addition, each device must store three lists (blockchains): a blockchain 

containing valid certificates, sent messages, and revoked public keys. Debiao He et al. proposed a scheme [1] 

that implements identity-based conditional authentication using elliptic curve cryptography on VANET 

systems. Their solution does not involve bilinear pairing, citing its high resource requirements. The 

disadvantage of this system is that if a car is compromised, the whole system is, as all parameters, including the 

master secret key, are stored on all devices. 

We present a cryptographic protocol, where eligible vehicles can authentically and anonymously report road 

conditions (e.g. traffic jam, accident etc.). Our proposed solution is based on identity-based cryptography. To 

eliminate weaknesses of the previously mentioned solutions, our protocol takes advantage of bilinear pairing, 

so the devices do not store the master secret key, do not store certificates, revocation lists, moreover the 

anonymity of the sender can be revoked.  

Our system consists of the following participants: a trusted third-party (TTP), roadside units (RSU) and vehicles 

with the on-board units (OBUs). Each roadside unit has its own domain. Within this, vehicles can communicate 

with each other and with the local roadside unit, but not directly with devices in other domains. RSUs are also 

connected to each other to form their own communication ring, through which they can share information about 

global traffic. There are advantages of applying bilinear mappings, a common secret master key can be easily 

used to authenticate participants due to bilinearity, moreover devices do not have to store the master secret key. 

The results of the performance analysis prove that using bilinear pairing our proposed system is practical as 

well. Another advantage of our solution is that the vehicles do not store a revocation list, only the roadside units 

check the list at the moment of registration to their domain. This relieves the on-board unit of less resources 

from storing any revocation list and constantly check it, yet the receiver can verify the authenticity of the senders 

of the received messages using bilinear mapping. 
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The protocol consists of four main phases. The first phase is Initialization, during which system parameters, 

public IDs, and secret keys are generated. The second phase is the Setup of Communication, where vehicles 

entering the domain of a given RSU register, i.e., if they are eligible to send a message, they receive a 

pseudonym. The third phase is called Incident, where vehicles report road conditions, accident, traffic jam, etc.. 

The vehicle broadcasts its announcement to surrounding participants, which can be vehicles or the RSUs. The 

final phase is the Malicious User Management phase. In this phase, the anonymity of the malicious messengers 

is revoked, and their ID is added to the revocation list.  

The proposed protocol meets the basic security requirements of VANET systems. The protocol implements 

authentic and anonymous messaging so that anonymity can be revoked by the RSU and TTP together. The 

identification and location data of the vehicles involved in the communication remain confidential, however, 

only an authorized vehicle can send a message. Also, at least one reliable authority is required for VANETs, 

which is responsible for allocating keys and controlling processes. However, the activities of this organizational 

unit must be transparent to all participants in the network. We have formalized the security analysis in AVISPA, 

which offers various tools to check security goals. One of these goals is providing mutual authentication of 

participants. In AVISPA, we apply witness and request pair for the verification of the authentication goal facts. 

We have also formalized the protocol and security goals, applied OFMC and CL-AtSe, and performed the 

attacker simulation. In the case of authentication, the result of the security analysis shows that the attacker is 

not able to impersonate the legal participants.  

We have also implemented our protocol in Python (cPy) and also in MicroPython (uPy) for IoT devices. The 

computational costs were analyzed on three tools: a PC with an AMD Ryzen 5 3600 3.6 – 4.2 GHz 6-core/12 

threads processor running the Python3 implementation; an ESP32 DevKit1 with a 240 MHz clock processor 

and a Raspberry Pi 4 b, which has a Quad core Cortex-A72 (ARM v8) 64-bit SoC @ 1.5GHz processor, so it 

has much more computing capacity than an ESP32. We show our protocol is suitable for practice. 
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By secure communication, most commonly we mean that the message sent between the communicat-
ing parties is encrypted with a cryptographic method since the message is considered to be the sensitive
information. However, the communication includes several metadata, which might also be valuable for
the observers. The metadata is basically the data about the data. It records the what, when, where,
and whom of the communication. The focus of this work is the protection of the communicating parties’
identity by providing anonymity with a mix network.

A mix network is a system designed by Chaum [1] that includes multiple stages of mixes, where
every stage receives multiple messages, performs some cryptographic transformation for each message
and permutes them. After every mix, tracking the path of the messages gets more and more difficult,
achieving untraceability. The most important property of this protocol family is that it provides message
untraceability against strong adversaries, which can observe the entire network. Of course, it comes with
a cost, most of the protocols deliver messages with high latency. However, recent studies are focusing
on solutions for low-latency mix networks, and some are achieving promising results. The Loopix [4]
protocol, built on the Sphinx [2] mix format was able to narrow the delay to milliseconds. Loopix gives us
a well-thought solution for cover traffic generation and network topology, which guarantees bi-directional
sender and receiver anonymity. Although the paper gives promising benchmarks, we believe there are
two bottlenecks of the protocol. One is the load balancing between the mixes in each stage, which is
based on theoretical random generation, which in practice might result in overloaded and underloaded
mixes. The other one is that the senders must pick the full path of the message, so the protocol requires
a shared database with the information of every mix server, which could become costly to maintain if
there are lots of mix servers.

Figure 1: The topology of the Scalix mixnet

Our protocol is intended to fix those issues with the application of identity- and attribute-based
cryptographic methods, maintaining the advantages of the Loopix protocol. The main idea, to achieve
our goal is to share the number of layers in the mix networks (which is usually a small number), with
their group ID, instead of every mix server’s identity. With that, the senders can encrypt the required
information for each layer (not for a specified mix server) and the load balancer’s task to provide a
more practical load balancing service than a random generator. Figure 1 shows the full topology of our
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protocol, where the participants have the same task as in the Loopix. The main difference comes from
the structure of the packet. We designed our packet format, meanwhile, Loopix uses the Sphinx packet.

To build a packet, the sender uses AES, secure identity-based encryption (IBE), and secure attribute-
based encryption (ABE). First, he generates an AES key and he encrypts the message using that key.
After that, the sender encrypts the AES key using IBE targeting the receiver’s identity. Since the
receiver’s identity should only be known by its provider, the sender encrypts the receiver’s identity with
the IBE targeting its provider. As Figure 1 shows, there is a load balancer before the provider layer.
This helps to hide the information from the mix servers, that they are in the last layer since they will do
the same process as any other layer. Because of that any of the providers could receive the message and
they will have to route it to the receiver’s provider, so the sender will be required to encrypt the identity
of the receiver’s provider with ABE targeting the provider’s layer group. Furthermore, our protocol is
inheriting the same stop-and-go mixnet [3] delay mechanism used in the Loopix, so the sender has to
generate the amount of delay for every layer the mix server is required to wait before it is allowed to
forward the packet. Once all the delays are generated, he will encrypt each amount with ABE targeting
the correct layer group. The final touch before the packet is ready to go is the encrypt with ABE the
whole bunch of blocks targeting the first layer to give a uniform look to the packet, because once it is
sent, the mix servers will decrypt the packet, gather the delay amount and encrypt it for the next layer.
With that, they will all do the same operation. This only gives the idea of the packet; the full packet is
also required to hold additional information to be verifiable about its correctness in every phase during
its path.

Using the previous structure, the sender is easily able to create a reusable anonymous return channel,
where the receiver will not find out his identity. It only requires to encrypt with IBE the AES key
targeting his own and encrypt his identity targeting his provider. Also, encrypt with ABE his provider’s
identity targeting the provider layer group. After these, he will concatenate these blocks to the message
and then he uses the AES key to encrypt this extended message. With the additional blocks, the receiver
will be able to without knowing the sender’s identity.

In conclusion, we were able to create a protocol, which supports high scalability and besides that
provides similar security as the Loopix anonymity system.
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Introduction
Smart homes constitute a special field of the IoT paradigm, which is becoming more and more important in our lives. Sensors, de-

vices and applications make our daily lives easier and collect our sensitive data, which may lead to security problems and incidents (e.g.
hacked devices, botnets, etc.). In several cases devices lack proper security mechanisms. Therefore, security measures and the appropri-
ate protections have become a central topic in the field of IoT. The most essential requirements include secure user-device authentication
and confidentiality of the transferred sensitive data. Today, passwords are still the most widely used factors in certain areas, such as
user authentication, key establishment, and secret sharing. An area of usage for passwords is the password-based protocols, which are
resistant to most common threats, such as offline dictionary, man-in-the-middle and phishing attacks. The major aim of these solutions
is to guarantee high level of security even if a user applies a single low-entropy human memorable password for all her/his accounts.
Our goal is to propose a password-based multi-device authentication scheme for smart homes to reduce security vulnerabilities.

Our proposed protocol is designed typically for smart home environments. We assume that a typical smart home contains several
IoT devices and at least one central node or edge. We reject the centralized authentication approach (e.g. Kerberos) and we propose
a multi-device authentication. The central node or edge is called the device manager. If one or more devices break down or become
compromised, the system will still be able to authenticate the user in a secure way. Hence, we thoroughly utilize the capabilities of these
systems like robustness and greater availability. The scheme is an authenticated key exchange protocol with key confirmation (AKC)
which takes advantage of the distributed IoT system. The client’s password is shared among the smart home devices. Thus, several
sensors and devices verify together the correctness of the user password. Attackers need to attack multiple devices simultaneously in
order to impersonate a user successfully. Distributed storage of the passwords provides resistance against offline attacks as well. We
accomplish the password-only setting, hence a user needs to know only a password. Since smart home devices (e.g. cameras) generate a
lot of sensitive data, confidentiality of data needs to be ensured during the communication between the parties, and besides the identity
verification of the user and the smart home a session key is also generated. Our scheme is designed to be an AKC between the user and
the device manager. However, if the user would like to connect to an IoT device directly, the proposed protocol provides end-to-end
security as well. Since there are resource constrained devices, we put a great emphasis on efficiency during the design. The session key
is generated by Elliptic Curve Diffie-Hellman key exchange, moreover hash, MAC, xor operations and raising to a power are applied.
We checked and compared the various properties of our proposed protocol (scalability, robust, passed, distributed authentication, etc.)
with other suggestions in the scientific literature (e.g. [2, 3]) and these properties do not appear together in any of these suggestions.

The protocol consists of two phases: setup and authentication. During the setup phase a password is chosen by the user and split
among the devices. Whenever the user logs in to the smart home system the authentication phase is run. The devices verify the password
specified by the user. The number of devices in a smart home system is changing, therefore the proposed protocol is scalable in an
efficient way. The password is not necessarily changed every time the number of devices is increased, hence the shares already set for
the installed devices are not changed. For the newly registered devices new shares of the same password are set. To provide higher
security level, during the authentication phase the user chooses a random value called authentication value, which is securely split
among the devices. For the authentication value a threshold based on the number of devices, called authentication threshold is set.
At least threshold number of devices are necessary to construct the authentication value from its shares. The authentication threshold
is greater than or equal to the password threshold. A device calculates its authentication share with the help of its symmetric key
based on its password share. Consequently, the smart home system authenticates the user successfully only if the authentication value is
calculated, i.e. only if at least authentication threshold number of devices participate. Increasing the number of devices results in a larger
authentication threshold, hence greater security level is achieved. Similarly, the number of devices can be decreased. Reregistration is
required only if it goes below the threshold of the password secret sharing. The smart home is also authenticated and the user checks
whether the devices are able to correctly calculate the password and the authentication value. Valid verification value is constructed
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only if the devices possess valid password shares. Secret sharing algorithm and bilinear map are adopted to provide resistance against
offline attacks. To construct the password at least threshold number of shares are necessary. Let l denote the password threshold and
assume that l − 1 devices are compromitted. With the knowledge of l − 1 password shares the adversary can launch a dictionary attack.
For each possible password the authentication value should be constructed from its shares for the verification. Besides the hash, these
calculations are also required for each dictionary element that slows down the attack. We apply a bilinear map for storing the hash value
of the password and the salt. A hash and a bilinear map calculation should be carried out together for each possible password that also
slows down the attack.
Security analysis

Formal methods have been proved to be a good choice for uncovering flaws of incorrectly designed security protocols. There are
many tools available that can analyse and identify attacks against protocols, such as Automated Validation of Internet Security Protocols
and Applications (AVISPA) [1]. We have validated the security properties of the proposed protocol by using AVISPA. We formalize the
protocol in HLPSL and also define the above security goals for the analysis. With the use of HLPSL correct protocol behavior described
in the specification is achieved. This language is based on roles: basic roles for representing each participant role, and composition
roles for representing scenarios of basic roles. Each role is independent from the others, getting some initial information by parameters,
communicating with the other roles by channels. The intruder is modeled using the DolevYao model. AVISPA supports four types of
goal predicates:witness (for weak authentication), request (for strong authentication), and secret. AVISPA also contains four different
formal verification approaches (i.e. On-the-fly Model-Checker, Constraint-Logic-based Attack Searcher, SAT based Model-Checker
and Tree Automata-based Protocol Analyser), which can formally validate security properties of a protocol.

Our main goal besides mutual authentication of participants is providing that at the end of the protocol the attacker is not able to
gain any information about the exchanged new session key. After formalizing the protocol and the security goals, we apply the OFMC
and CL-AtSe then execute the attacker simulation. The results of the security analysis show that the attacker is not able to impersonate
the legal participants or get the session key. In AVISPA we can apply the secret, witness and request goal facts. We use these facts to
demonstrate that our protocol is secure and we verify the m0, h, S S K values in the AVISPA model . The secret is used to show that
the session key (S S K) is secret and witness and request serve to prove authentication of participants (m0, h). At the end, parties should
be able to verify that the other party knows and is able to use the new session key. We also consider known-key security and forward
secrecy properties. Known-key security preserves the security of session keys after disclosure of a session key. Disclosure of a session
key should not jeopardize the security of other session keys. Forward secrecy holds if long-term secrets of one or more entities are
compromised and the secrecy of previous session keys is not affected.

Appendix

Figure 1: HLPSL specification of user’s role
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Introduction. In this paper, we obtained for the first time mathematically substantiated formu-
las for probability of a double spend attack on blockchain that is based upon Proof-of-Work consensus
protocol and longest chain rule, for a network with a non-zero time of block propagation in the model
with continuous time. Also, for the first time, it was shown that probability of such attack depends
on the value equal to the product of the block propagation time and of the block generation intensity.
The larger is this value, the larger is the attack success probability. Formulas obtained allow not only
calculating of the attack success probability at various network parameters, but also to determine the
number of confirmation blocks allowing reduction of the attack probability below some given small
threshold, e.g. 10−3.

Related work. The idea of the double spend attack appeared at the same time when the idea of
the blockchain itself – for the first time this attack was described in the paper by Nakamoto [4]. The
same paper proposed a method to withstand such attack, namely, generation of a certain number of
confirmation blocks. Probability of the attack success was also calculated, depending on the network
parameters and the number of confirmation blocks. Unfortunately, these calculations were made with
serious probabilistic mistakes, one of which was replacement of a random variable by its mathematical
expectation. As a result of this and other mistakes, the attack success probability appeared to be
significantly underestimated.

In the papers [6, 5] and in some others, the authors also pointed out that the attack probability
in the Nakamoto paper was underestimated, but failed to propose any alternative options having
comprehensive mathematical substantiation. The paper [2] became the first where probability attack
formulas were strictly proved. However, this paper also had certain drawbacks related not to strictness
of presentation but to the model itself in the framework of which the results were obtained. The
authors considered a simplified model of the network operation at assumption that the block delivery
time is zero. Note that even at this simplifying assumption proofs of the obtained results appeared
to be quite cumbersome.

The paper [1] presents estimation of the security threshold for the Bitcoin protocol in the model
with discrete time, taking into account network delays.

The paper [3] was the first on to state how exactly the block propagation time affects security of
the consensus protocol against the double spend attack. In particular, one of results of this paper
were formulas for calculation of the security threshold — the minimal ratio of an adversary allowing
completion of such attack with probability 1. Note that the larger the block propagation time in the
network, the larger the security threshold differs (downward) from 50%.

This paper is a logical continuation of the paper [3]. We obtained strictly substantiated formulas
for attack probability calculation that allowed not only explicit obtaining of attack success probability,
but also calculating the number of confirmation blocks would be sufficient to ensure security against
such attack. Using obtained analytical expressions for attack probability, we obtained the relevant
numerical results that also appeared to be quite interesting.

Main results. Further we need the following notations. Let pH , pM be the hashrates of honest
and malicious miners (full nodes), respectively, pH + pM = 1. Also define DH block delivery time for
honest miners (here we make an assumption to the benefit of a malicious miner, and consider that such
malicious miner is well-synchronized). Then define αH , αM as block generation intensities (average
numbers of blocks per second, generated by honest and malicious miner, respectively) for honest
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and malicious miners, α = αH + αM . In these designations block creation times have exponential
distributions with parameters αH , αM respectively. Also define values

p′M = 1− e−αMDH · pH ; p′H = e−αMDH · pH .
Next, define an auxiliary value

Pz(k) =
pnH

(z − 1)!
· e
−αMzDH · (αMzDH)k

k!
·
k∑

i=0

(z − i+ 1)! · Cik
(αzDH)i

, for z ∈ N.

Theorem 1: the success probability of double spend attack after confirmation blocks is

P (z) =





1, if p′M ≥ p′H ;

1−∑z
k=0 Pz(k)

(
1−

(
p′M
p′H

)z−k)
, else.

Calculation results. Table 1 presents the results obtained using Theorem 1. We calculate the
minimal number z of confirmation blocks sufficient to make probability of success less than 10−3.

Table 1: The results for α = 0.00167 sec−1 (as for BTC) and various values of the block delivery times
(measured in seconds) and malicious hashrate, and results from Nakamoto article [4], for comparison

pH

DH = 0
(Nakamoto)

DH = 15 DH = 30 DH = 60 DH = 120 DH = 180

z
0.1 6 (5) 6 6 6 7 7
0.15 9 (8) 9 9 9 10 11
0.2 13 (11) 13 14 14 16 17
0.25 20 (15) 20 21 22 26 30
0.3 32 (24) 33 35 39 48 61
0.35 58 (41) 62 67 78 111 176
0.4 133 (89) 150 170 224 515 Psuccess = 1

Conclusion. The results obtained show that probability of the double spend attack increases with
growth of the block delivery time and intensity of block generation. The larger the block delivery
time, the larger the number of confirmation blocks to prevent the attack. Moreover, if the block
delivery time is sufficiently large, then the attack probability will be 1 irrespective of the number of
confirmation blocks, even when attackers are in the minority, as e.g. in the right lower cell of Table 1.
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Abstract

The algebraic structures that are non-commutative and non-associative known as entropic
groupoids that satisfy the "Palintropic" property i.e., xAB = (xA)B = (xB)A = xBA were proposed
by Etherington in ’40s from the 20th century. Those relations are exactly the Di�e-Hellman key
exchange protocol relations used with groups. The arithmetic for non-associative power indices
known as Logarithmetic was also proposed by Etherington and later developed by others in the
50s-70s. However, as far as we know, no one has ever proposed a succinct notation for exponentially
large non-associative power indices that will have the property of fast exponentiation similarly as
the fast exponentiation is achieved with ordinary arithmetic via the consecutive rising to the powers
of two.

In this paper, we define ringoid algebraic structures (G,�, ú) where (G,�) is an Abelian group
and (G, ú) is a non-commutative and non-associative groupoid with an entropic and palintropic
subgroupoid which is a quasigroup, and we name those structures as Entropoids. We further
define succinct notation for non-associative bracketing patterns and propose algorithms for fast
exponentiation with those patterns.

Next, by an analogy with the developed cryptographic theory of discrete logarithm problems,
we define several hard problems in Entropoid based cryptography, such as Discrete Entropoid
Logarithm Problem (DELP), Computational Entropoid Di�e-Hellman problem (CEDHP), and
Decisional Entropoid Di�e-Hellman Problem (DEDHP). We post a conjecture that DEDHP is
hard in Sylow q-subquasigroups. Next, we instantiate an entropoid Di�e-Hellman key exchange
protocol. Due to the non-commutativity and non-associativity, the entropoid based cryptographic
primitives are supposed to be resistant to quantum algorithms. At the same time, due to the
proposed succinct notation for the power indices, the communication overhead in the entropoid
based Di�e-Hellman key exchange is very low: for 128 bits of security, 64 bytes in total are
communicated in both directions, and for 256 bits of security, 128 bytes in total are communicated
in both directions.

Our final contribution is in proposing two entropoid based digital signature schemes. The
schemes are constructed with the Fiat-Shamir transformation of an identification scheme which
security relies on a new hardness assumption: computing roots in finite entropoids is hard. If this
assumption withstands the time’s test, the first proposed signature scheme has excellent properties:
for the classical security levels between 128 and 256 bits, the public and private key sizes are between
32 and 64, and the signature sizes are between 64 and 128 bytes. The second signature scheme
reduces the finding of the roots in finite entropoids to computing discrete entropoid logarithms. In
our opinion, this is a safer but more conservative design, and it pays the price in doubling the key
sizes and the signature sizes.

We give a proof-of-concept implementation in SageMath 9.2 for all proposed algorithms and
schemes in an appendix.

Keywords: Post-quantum cryptography, Discrete Logarithm Problem, Di�e-Hellman key ex-
change, entropic, Entropoid, Entropoid Based Cryptography
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Abstract A new linear algebraic public key encryption scheme is introduced for post-quantum cryptography. The
mathematical problem behind the encryption algorithm is based on matrix factorization and the solution of a linear system
of matrix equations including singular matrices as coefficients.
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1. Introduction

Nowadays the most common public key encryption algorithms, like the RSA (Rivest–Shamir–Adleman) algorithm, or
the EEC (elliptic-curve cryptography) algorithm, belong to those cryptographic schemes which can be broken using a
sufficiently powerful future quantum computer within reasonable time. The security of these algorithms relies on hard
mathematical problems, like the integer factorization problem, the discrete logarithm problem or the elliptic-curve discrete
logarithm problem, which can be solved on a powerful quantum computer running Shor’s algorithm within polynomial
time duration. Therefore new algorithms are needed that are substantially secure against the quantum computers. The
candidate quantum-resistant encryption algorithms should be based on a mathematical problem, the solution of which
has a computational complexity of at least NP-complete. Such a mathematical problem is, among others, the exact
nonnegative matrix factorization (NMF), the computational complexity of which is proved to be NP-hard [1]. Various
attempts have been previously made to use NMF in public key cryptography, however, most of them applied approximate
NMF for decryption [2]. Furthermore, a quantum algorithm has been recently published by Du at al. [3] for solving
separable NMF (SNMF) under a logarithmic runtime. However, no sub-exponential algorithm is currently known for
general exact NMF.

2.1. Concept of the algorithm

In the proposed encryption algorithm, the plaintext message is represented by a square matrix and the ciphertext message
is represented by multiple square matrices. The matrix entries are defined over a finite field Fq, where
q = 2m. The ciphertext message is produced using multiple linearly independent linear algebraic equations, in which the
variables include the encoded plaintext message and random error components, which are also nxn square matrices. Due
to the random error components, the encryption algorithm is probabilistic.

In the linear equations, the random error components are multiplied, at least on their one side, with a respective singular
matrix, where the singular matrices themselves are defined as the product of an nxr matrix and an rxn matrix, where r<n.
The equation system formed of these linearly independent matrix equations can be solved only through multiplicative
decomposition of the singular coefficient matrices into the specific matrix factors. The matrix coefficients of the equation
system together form the public key, whereas a specific set of matrices defined using the multiplicative matrix factors of
the public key matrices will form the private key.

2.2. Encryption

The ciphered message is computed using the following linear algebraic equations:

K1E1K2 + K3E2 = Y1 (Eq. 1)

K4E1K5 + K6E2 = Y2 (Eq. 2)

K7E1K8 + K9E2 + M = Y3 (Eq. 3)

where M is an nxn matrix representing the plaintext message, E1 and E2 are arbitrary nxn random error matrices, Ki are
nxn singular matrices, and Y1, Y2 and Y3 are nxn code matrices which together form the ciphered message. The public
key matrices Ki are defined as follows:

K1=FT; K2=QA; K3=CR; K4=HT; K5=K2=QA; K6=DR; K7=JT; K8=QB; K9=GR,

where A, B, R and T are arbitrary full-ranked rxn matrices, C, D, F, G, H, J and Q are arbitrary full-ranked nxr matrices,
where r<n, A, B, and C, D and G are mutually different matrices. Each of the matrices A, B, C, D, F, G, H, J, Q, R and
T, which define the public key matrices Ki, should be kept in secret. Additionally, the random error matrices E1, E2 are
also to be kept in secret by the ciphering party.
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From the above definitions of the public key matrices Ki, it is clear that since each of Ki is a singular matrix, the linear
equation system cannot be solved using the matrices Ki themselves for determining either the plaintext message matrix
M or the random error matrices E1, E2.

2.3. Decryption

To determine the plaintext message matrix M from the above equation system, the following steps are to be taken:

a) Let us express the matrix product RE2 from Eq. 1 as a function of the code matrix Y1 and the matrix product TE1Q,
i.e. RE2 = f1(Y1, TE1Q), where C-1 is the Moore-Penrose pseudoinverse of C:

RE2 = C-1(Y1 – FTE1QA)

b) Let us express the matrix product TE1Q from Eq. 2 as a function of code matrices Y1 and Y2, i.e. TE1Q = f2(Y1, Y2),
where A-1 is the Moore-Penrose pseudoinverse of A:

TE1Q = (H – DC-1F)-1Y2A-1 – (H – DC-1F)-1DC-1Y1A-1

c) By using the expression of step b) for the matrix product TE1Q and combining Eq. 1 with Eq. 3, we can express matrix
M as a function of the three code matrices Y1, Y2 and Y3, i.e. M = f3(Y1, Y2, Y3), where P = (H – DC-1F), P is an nxr
matrix and is assumed to be full-ranked, P-1 is the Moore-Penrose pseudoinverse of P, and I is an nxn identity matrix:

M = JP-1DC-1Y1A-1B – GC-1(I + FP-1DC-1)Y1 – JP-1Y2A-1B + GC-1FP-1Y2 + Y3

If P turns out to be rank-deficient, any one or more of C, D, F and H should be changed so that P be full-ranked.

By introducing the following definitions:

S1 = JP-1DC-1; S2 = A-1B; S3 = GC-1(I + FP-1DC-1); S4 = JP-1; S5 = A-1B; S6 = GC-1FP-1

the plaintext message matrix M can be expressed as

M = S1Y1S2 – S3Y1 – S4Y2S5 + S6Y2 + Y3

The above defined matrices Si are nxn square matrices, and they will together form the private key.

2.4. Security considerations

One possible attack against the present encryption scheme is where the attacker attempts to determine the private key
matrices on the basis of the public key matrices. As it can be seen from the definition of the public key matrices Ki,
the matrices A, B, C, D, F, G, H and J should be determined by the attacker to compute the private key matrices Si.
However, factorization of the public key matrices Ki into the product of two specific matrices is a hard mathematical
problem. According to Moitra [4], the best NMF algorithm known runs in time O (2rmn)O(r2) . The security of the present
algorithm against chosen plaintext attacks (CPA) and chosen ciphertext attacks (CCA) has not been deeply analysed
yet, but preliminary researches show that with appropriate parameter settings, the algorithm will likely be IND-CPA and
IND-CCA2 secure.

3. Conclusion

The proposed encryption scheme is very robust and easy to implement, and it involves a high degree of randomness and
great freedom for the selection of the public key matrix factors. Once its security has been justified by the crypto society,
it may become a candidate algorithm for post-quantum cryptography.
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Abstract. The article describes a new encryption implementation based on the MST cryptosystem for the group of 

automorphisms of the Ree functional field. The main difference from the known one is the use of homomorphic 

encryption to construct coverings of logarithmic signatures for all parameters of the group. In this case, the secrecy 

of the cryptosystem is ensured at the level of a brute-force attack. 

Keywords: MST cryptosystem, logarithmic signature, random cover, automorphism group, Ree function field. 

I. INTRODUCTION 

Classical public key cryptosystems use the idea of the complexity of solving the problem of factorizing large 

numbers. This idea became insecure with the implementation of quantum algorithms. Since the early 2000s, several 

dozen cryptosystem schemes have been proposed that are resistant to quantum cryptanalysis. One of them is the 

MST cryptosystem based on factorization in finite groups of permutations, called the logarithmic signature [1]. In 

2009 Lempken et al. [2] proposed a public key cryptographic system - MST3, based on random covers and Suzuki's 

2-group. In 2010, Swaba et al. [3] analyzed all published references to attacks on MST cryptography and built a 

more secure eMST3 cryptosystem by adding a secret homomorphic coverage. The construction of MST 

cryptosystems based on multiparameter non-commutative groups was proposed in [4,5]. 

The automorphism group of the functional field Ree is four-parameter and has the largest group order in 

comparison with other multi-parameter groups. The first implementation of the cryptosystem on the group of 

automorphisms of the functional field Ree is presented in [5] and does not provide protection against attacks with 

key recovery using the brute force method. Analysis of MCT cryptosystems by group shows their vulnerability to 

selected text attacks. The design feature of all known MST implementations is the presence of known texts and, as a 

consequence, the possibility of such cryptanalysis. A new secure encryption scheme is proposed based on the use of 

homomorphic encryption to construct coverings of logarithmic signatures for all group parameters. 

II. PROPOSAL 

The group of automorphisms of the Ree function field ( )A P  is defined over a finite field qF , 2 13 sq += , where 

\{0}s N  and 0 3sq = [10]. The each element of ( )A P  can be expressed uniquely 

( )   ( , ) : \ 0 , , ,q q qA P S a,b,c d a F F c b d F

 =  =   and group operation is defined as 

( ) ( ) ( )0 0 0 0 0 01 2 1 2 1

1 1 1 1 2 2 2 2 1 2 2 1 2 2 1 2 1 2 2 2 1 2 2 2 1 2 1 2, , , , , , , , ,
q q q q q q

S a b c d S a b c d S a a a b b a c a b b c a b b a b c a d d
+ + +

 = + + + − + +
 

The identity is the 4-triple  1,0,0,0  and the inverse of ( ),S a,b,c d  is 

( ) ( ( ) ( ) )
0 0

0 0 0 0
1 2 11 ( 1) (2 1) (2 1)1 1 1 1, , .

q q
q q q q

S a,b,c d S a , a b, a b a c a b a b c a d
+ +− − + − + − +− − − −= − − − − −  

In the new implementation of the cryptosystem, we changed the encryption algorithm to bind the keys of 

logarithmic signatures, to protect against sequential recovery attacks and attacks with chosen text. Our suggestion is 

to use homomorphic encryption for random covers. In this case, the complexity of the key recovery attack will be 

determined by exhaustive search over the entire group of automorphisms. 

Description of the Scheme. Key Generation. 

Input: a large group on the field qF , 2

03q q= , 0 3sq = , ( )   ( , ) : \ 0 , , ,q q qA P S a,b,c d a F F c b d F

 =  =  . 

Choose a tame logarithmic signatures ( )( ) ( )k ij k
b = , ( ) ( )

( )ij k
b A P  of type ( )1( ) ( ),...,k s kr r , 1, ( )i s k= , 

( )1, i kj r= , 1,3k = . Group element ( )
( )ij k

b  has a value in only one coordinates b , c  or d . For example 

( ) ( )(1)(1)
1, ,0,0

aij ijb S b= . 

Select a random covers ( ) ( )( ) ( ) ( ) ( ) ( )( )
, , ,

a b c dk ij ij k ij k ij k ij kk
a S a a a a = = , ( ) ( )( ) ( ) ( ) ( )( )

1, , ,
b c dk ij ij k ij k ij kk

w w S w w w= =  of 

the same types as 
( )k , where ( ),ij ija w A P ,  ( ) ( ), \ 0ij k ij k qa w F , 0, (k)i s= , ( )1, i kj r= , 1,3k = . 

Choose  ( )( ) ( ) ( ) ( ) ( ), , ,
a b c di k i k i k i k i kt S t t t t= , ( )( ) ( ) ( ) ( ) ( ), , ,

a b c di k i k i k i k i kS    = , where i( ) i( ), ( ) \k kt A P Z  , 0, (k)i s= , 

1,3k = .  ( ) ( ), / 0i k i k qt F
 
  . Let’s s( 1) 0( )k kt t− = , s( 1) 0( )k k − = . Let's define an additional group operation 

( ) ( ) ( )0 01 2 1

1 1 1 1 2 2 2 2 1 2 2 1 2 2 1 2 2 1 2, , , , , , , , ,
q q

S a b c d S a b c d S a a a b b a c c a d d
+ +

= + + + + .
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The inverse element is ( ) ( )0 0
1 ( 1) (2 1)1 1, , .

q q
S a,b,c d S a , a b, a c a d

− − + − +− −= − − −  Let ( )f a  be a homomorphic 

cryptographic transformation with respect to addition ( ) ( ) ( )f a b f a f b+ = + , , qa b F  and the corresponding 

inverse transformation ˆ ( )f a a= . We calculate the covering of the logarithmic signatures 

( ) ( )1

(1) 1(1) (1) ( 1)(1) (1)(1) (1)
,..., s i ij ij ih h t w b t −

−
 = =     , ( ) ( )1

(k) 1(k) (k) ( 1)(k) (k)(k) (k)
,..., s i ij ij ih h t w b t −

−
 = =  ,  

( )1

(1) 1(1) (1) ( 1)(1) (1)(1)
,..., s i ij ig g f w  −

−
 = =    , ( )1

(k) 1(k) (k) ( 1)(k) (k)(k)
,..., s i ij ig g f w  −

−
 = =  , 

( ) ( )( ) ( ) ( ) ( )( )
( ) 1, ( ), ( ), ( )

b c dk ij ij k ij k ij kk
f w f w S f w f w f w= = , 1, (k)i s= ,

(k)1, ij r= , 2,3k = . 

An output public key ( , , )k k k   , and a private key 
 

( ) ( )( ) ( ) ( ) ( ) ( ), ,..., , ,...,k 0 k s k 0 k s kt t   
 

, 1,3k = . 

Encryption Input: a message, ( )1 2 3 4, , ,m S m m m m= ,  1 \ 0qm F , and the public key ( , , )k k k   , 1,3k = . 

Choose a random 
1 2 3( , , )R R R R= , k Z

R Z , 1,3k = . Compute the ciphertext
1y ,

2y ,
3y  

( ) ( ) ( ) ( )1 1 1 2 2 3 3'y R m R R R m   =  =    , ( ) ( ) ( )( )2 1 1 2 2 3 3' ' 'y R R R  =  , ( ) ( ) ( )( )3 1 1 2 2 3 3' ' 'y R R R  =  . 

Decryption Input: a ciphertext ( )1 2 3, ,y y y  and private key ( ) ( )( ) ( ) ( ) ( ) ( ), ,..., , ,...,k 0 k s k 0 k s kt t   
 

, 1,3k = . 

To decrypt a message m , we need to restore random numbers 
2 3( , , )1R R R R= .  

Compute 
1

0(1) 2 (3)( ) sD R t y t −= , 
1

0(1) 3 (3)( ) sG R y  −= , 
b

(1)

(1)
1

(1)

1,

ˆ( ) ' ( ) ( ( ) ) (1, , , )
i

s

b ij

i j R

D R D R f G R S −

= =

=  =    

Restore 
1R  with ( )

(1)

(1)

(1) 1 (1)

1,
b

i

s

ij

i j R

R 
= =

=   using ( )
1

(1) 1R
−

, because 
1  is simple. For further calculation, it is 

necessary to remove the component ( )1 1' R  from 
2y  and ( )1 1' R  from 

3y . 

Compute ( )
1(1)

2 1 1 2'y R y
−

=  , ( )
1(1)

3 1 1 3'y R y
−

=  , 
(1) (1) 1

0(2) 2 (3)( ) sD R t y t −= , 
(1) (1) 1

0(2) 3 (3)( ) sG R y  −= , 

c

(2)

(2)
(1) 1

(2)

1,

ˆ( ) '' ( ) ( ( ) ) (1, , , )
i

s

c ij

i j R

D R D R f G R S −

= =

= =    and restore 
2R  with ( )

( 2)

(2)

(2) 2 (1)

1,
c

i

s

ij

i j R

R 
= =

=   using 

( )
1

(2) 2R
−

, because 
1  is simple. Remove the component ( )2 2' R  from (1)

2y  and ( )2 2' R  from (1)

3y .  

As a result, we get 
d

(3)

(3)
(2) 1

(3)

1,

ˆ( ) ''' ( ) ( ( ) ) (1, , , )
i

s

d ij

i j R

D R D R f G R S −

= =

= =    , restore 
3R  with ( )(3) 3R  using 

( )
1

(3) 3R
−

and recovery the message ( )
1

1 2 3 1' ', ', 'm R R R y
−

=  .  

 

Security Analysis All classic attacks on the MST cryptosystem work with the ability to analyze ciphertexts from 

known texts. In all previous implementations, an array of logarithmic signatures was generated from a randomly 

selected but known coverage ( )
( )ij k

a . In this implementation, all (k) , (k)  elements do not have this dependency. 

Therefore, one can only rely on a brute-force attack with complexity 3q . 

III. CONCLUSIONS 

The new cryptosystem MST, based on the non-commutative automorphism group Ree of a functional field with 

homomorphic encryption, fully implements the concept of constructing cryptosystems with an intractable word 

problem. The ciphertext components have no known texts, and the associated keys are protected against sequential 

recovery attacks using logarithmic signatures. 
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In today’s world, there is a need for quantum-secure multiple-users cryptographic primitives. For
example, the post-quantum authenticated group key establishment [1], which enables more than two
participants to agree on a shared high-entropy secret key, whilst the process is quantum-secure. Other
multiple-users-scenarios include the ring signature schemes.

A ring signature scheme is a signature scheme where a user can sign messages anonymously as a
member of some group R. The verifier can verify, whether a signature was generated by a member of the
group R, but cannot reveal the identity of the signer. In 2017, Mohamed and Petzold proposed a simple
multivariate ring signature scheme [2], which allows the participants to use an arbitrary multivariate
signature scheme as a building block. Currently, there are two promising multivariate signature schemes
in the NIST Post-Quantum Cryptography Competition: Rainbow [4] and GeMSS [3].

In the ring signature scheme proposed in [2], each member of the group R generates an instance of
a private and a public key of some multivariate signature scheme. The original proposal of [2] uses the
scheme Rainbow as the building block. In our work, we investigate the possibility of using GeMSS [3] as
the main building block. A similar work has been already done in [5]. However, the mentioned paper only
suggests the usage of GeMSS and omits any performance results or the proposal of parameter values
to achieve desired levels of security. We present the proposed parameters for using GeMSS in a ring
signature scheme [2] based on the number of members of the group R and we also give the performance
results.

In the scheme [2], the resulting public key, which is used to verify the ring signature, is a concatenation
of all public keys of all users. Therefore the number of polynomials and indeterminates in the resulting
public key changes according to the number of members of the group R. This affects the overall level
of security, therefore the parameters of GeMSS change not only with the desired level of security, but
also with the number of members of the group R. Here, we present the proposed parameters for 128-
bit level of security for GeMSS and measured average signature and verification time in milliseconds.
Times were measured on a notebook with Intel Core i7-3630QM @ 2.40Ghz with 8GM RAM running
Ubuntu 18.04.01, gcc version 7.5.0. The scheme was built upon the optimized implementation of GeMSS
available in the NIST PQC Competition. In table 1, k represents the number of members of group R
(k = 1 means the default instance of GeMSS). Without going into too much detail in this abstract,
n,∆, v practically influence the resulting public key in each instance so that it has n −∆ polynomials
and n+ v indeterminates.

128-bit security k = 1 k = 5 k = 10 k = 20 k = 50
Parameters (n,∆, v) (174,12,12) (178,12,12) (184,12,12) (194,11,11) (227,11,11)
Public Key Size [kB] 352 1 883 4 151 9 661 39 397

Signature Size [b] 264 1 320 2 720 5 440 15 200
Signature generation [ms] 759 792 940 1 523 1 752
Signature verification [ms] 0.16 0.78 1.40 3.04 9.20

Table 1: Proposed parameters for GeMSS in ring signature scheme for 128-bit security

The full version of the paper will contain parameter estimation for 128,192,256-bit levels of security,
as well as performance measurements.

*This project is supported by NATO Science for Peace and Security Programme under Grant G5448
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In recent years, quantum-resistant cryptography has been steadily developing. Its aim is
to develop the cryptographic primitives that would be resistant to attacks using both quantum
and classical computers. In 2017, the National Institute of Standards and Technology (NIST)
has launched the currently ongoing competition for quantum-resistant asymmetric cryptographic
primitives [1]. According to the competition plan, it will be finished in 2024 [2]. As a result, USA
will accept new post-quantum public-key cryptography standards, which will specify one or more
additional digital signature, public key encryption, and key encapsulation algorithms to augment
FIPS 186-4, Digital Signature Standard (DSS), as well as special publications SP 800-56A and
SP 800-56B [3]. One of the participants of the first round of the competition is the Mersenne-756839
key encapsulation mechanism, which is based on the AJPS cryptosystem [4].

The AJPS cryptosystem uses arithmetic modulo Mersenne number, which can be efficiently
implemented using algorithms for fast computation of cumbersome calculations of modular oper-
ations, such as reduction, multiplication, modular multiplicative inverse calculation, bitwise addi-
tion and multiplication modulo Mersenne number. AJPS has two versions – bit-by-bit encryption
scheme (AJPS-1) and scheme for encrypting a message block (AJPS-2). Security of the AJPS-1
cryptosystem rests upon the conjectured intractability of the Mersenne Low Hamming Ratio Search
Problem (MLHRSP), and the security of the AJPS-2 cryptosystem relies on the assumption that
it is hard to solve the Mersenne Low Hamming Combination Search Problem (MLHCSP). The
correctness of AJPS-1 and AJPS-2 follows from relations for the Hamming weight of sum and
product of two numbers modulo Mersenne number and for the Hamming weight of additive inverse
modulo Mersenne number.

1
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To create modifications of AJPS-1 and AJPS-2 by changing the class of numbers which
is used in the cryptosystems as a module, it is necessary to obtain the appropriate relations for
the Hamming weight. Relations for the Hamming weight of sum and product of the two numbers
modulo generalized Mersenne number and relations for Hamming weight of additive inverse modulo
generalized Mersenne number and modulo Crandall number were proved [5]. Using these relations
and certain conditions on key generation, encryption and decryption algorithms, we have created
4 modifications:

• modification of AJPS-1 using operations modulo generalized Mersenne number
GMn,m = 2n − 2m − 1, n,m ∈ N, n > m;

• modification of AJPS-1 using operations modulo Crandall number CRn,c = 2n − c, n, c ∈ N,
log2 c ≤ n

2 ;

• modification of AJPS-2 using operations modulo generalized Mersenne number GMn,m;

• modification of AJPS-2 using operations modulo Crandall number CRn,c.

As a result of the statistical analysis of two modifications of AJPS-1 [5], we found that the advan-
tage of these modifications is not only a significant increase in the class of modules used, but also
an increase in the interval length and the number of unique values of the decryption parameter d.
Thus, such modifications allow us to increase the resistance of the AJPS-1 cryptosystem to known-
plaintext attacks, which are aimed at determining the private key. Also, the constructed modifi-
cations of AJPS-1 and AJPS-2 have a greater variability of parameters, in particular, they allow
the use of different number classes as a module, which increases the flexibility of the practical
application of these cryptosystems.
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Towards the security of McEliece’s cryptosystem based on
Hermitian subfield subcodes

By Sabira El Khalfaoui and Gábor P. Nagy

Abstract. The study of subfield subcodes of linear codes has been started in the

1960s. It has shown that this particular class of codes yields some good codes, which are

of interest because of their applications to public-key cryptography due to McEliece and

Niederreiter and to signature schemes based on error-correcting codes. In our previous

work [3, 2], we established several results about the properties of subfield subcodes of

Hermitian codes. This motivates us to build a McElice cryptographic scheme using these

code parameters. Indeed, one of the crucial issues in cryptography today is to reduce

the key size and improve the security level of the McEliece cryptosystem, which is a

promising cryptographic scheme for the post-quantum era [1, 5].

The purpose of this paper is to provide a comprehensive security analysis for the

parameter selection process, which involves the computational cost of the information set

decoding (ISD) algorithm using Hermitian subfield subcode parameters. Our approach

focuses on the optimal parameters that improve the key size for a given security level.

Furthermore, due to practical considerations, the key size of several parameter selections

is compared to that of the classical McEliece cryptosystem submitted to NIST [4] for the

same security level. Besides, we identify the Hermitian subfield subcodes parameters

that achieve a Schur square dimension roughly equal to that of random codes. This

technique is employed in the so-called distinguisher attack, and that may allow the

attacker to determine the Schur square dimension of the code used as a public key.

Key words and phrases: code-based cryptography, McEliece Cryptosystem, Hermitian subfield

subcodes, Schur square dimension.
Project no. 2018-1.2.1-NKP-2018-00004 has been implemented with the support provided from

the National Research, Development and Innovation Fund of Hungary, financed under the 2018-

1.2.1-NKP funding scheme.
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Current development of quantum computers gives rise to a new area of post-quantum cryptography.
NIST is currently in the final phase of the standardization process for post-quantum key encapsulation
mechanisms (KEMs), that should replace public key cryptography used today. In adapting these algo-
rithms, we have to consider several trade-offs. That may include running time or memory preference.
Some of the algorithms are better suitable for lightweight systems, while others can only be used with
better hardware.

In the work of [5], the authors proposed a new scheme for group communication. The system is
secure under the assumption, that the adversary may gain an access to quantum computers in the
future. Our present work focuses on evaluations of the NIST’s PQC challenge KEM candidates for the
group communication scheme. Our evaluation is focused on a scenario, where secure parts of the protocol
are implemented in the hardware module.

A lot of attention has been given to the concept of a trusted execution environment (TEE). The main
advantage of using a TEE is that the critical segments of the code should be unreachable by (standard)
malware. No run-time code provisioning brings higher levels of trust for the system. Inspired by this
concept, we can use similarly hardware security modules (HSM). Not only they can hide the code, but
they can also store sensitive data, such as private keys.

We present the evaluation of post-quantum KEM candidates in particular HSM, SEcube. SEcube
is a 3-in-1 solution that introduces a low-power ARM Cortex-M4 processor, FPGA, and an EAL5+
certified SmartCard. For the scope of this experiment, we use STM32F4. Preliminary implementation
of the protocol on SEcube SDK was presented by [8]. The original implementation used a single fixed
post-quantum KEM: NewHope by [1]. However, this KEM was not selected as a finalist for the NIST
PQC project. In our present work, we extended the architecture of the system, and added other suitable
KEMs: CRYSTALS-KYBER by [2], NTRU by [4], and SABER by [10].

In table 1 we present benchmarking results showing differences between clean implementations col-
lected in pqclean project by [7], and its optimized versions. We also added masked implementation by
[9], protected against side-channel attacks.

Table 1: KEM operations in CPU cycles
Implementation keypair encapsulation decapsulation

clean ntruhps4096821 from [7] 226 008 483 2 922 913 7 483 006
optimized ntruhps4096821 from [6] 221 845 974 1 150 760 1 578 353

clean FireSaber from [7] 6 528 289 8 098 762 8 504 551
optimized FireSaber from [10] 3 648 631 4 511 196 4 180 551

clean Kyber1024 from [7] 4 390 006 5 323 618 5 004 678
optimized Kyber1024 from [3] 3 871 506 4 638 430 4 075 736
protected Kyber1024 from [9] 5 444 009 6 190 159 5 826 134

In our presentation, we will discuss this new modular architecture, and compare results from using
various KEM, and the impact of parameter choice and SCA protections on the protocol runtimes.

*This research was sponsored by the NATO Science for Peace and Security Programme under grant G5448.
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Modern lightweight cipher designs, such as LowMC [2], and MiMC [1], try to minimize the number
of (specific) logic gates required to realize the encryption algorithm. Lower overall number of gates leads
to more efficient implementations [3] and lower power consumption. Furthermore, there are important
cryptographic applications of primitives with low number of (non-linear) gates, such as homomorphic
encryption [5], side channel protection [4], MPC [10], and others.

On the other hand, lower number of gates, especially non-linear AND gates, can have a negative
impact on cipher security. In [9] we have investigated a generic reduction of an algebraic attack to an
instance of a decoding problem. We have provided a lower bound on the number of AND gates required
in the cipher design (relative to the security level) to resist attacks utilizing generic decoding algorithms.
Note that this analysis is based on generic asymptotic bounds for the complexity of decoding algorithms
and assumes a random linear layer of the cipher.

Suppose that a lightweight design have both low number of both AND gates and XOR gates. Algebraic
cryptanalysis of such a design can be transformed into a multiple right-hand sides (MRHS) equation
system [6] with a specific form of right hand side sets (RHS), and a sparse joint matrix.

Unlike our prior research in deterministic solving methods [8, 7], in our present contribution, we
investigate heuristic methods for solving sparse MRHS systems. New methods are inspired by soft
decoding techniques for LDPC codes. The main idea of the first algorithm is adaptive bit flipping. We
start from a random potential solution, and we try to change some bits based on the information on
from the RHS sets. We investigate different bit-flipping strategies, and their combinations.

Our preliminary experimental results show that adaptive bit flipping with local information is only
slightly more efficient than fully random search. It also requires a careful optimization of the used
heuristics. Selection of strategies is not straightforward, as each RHS is influenced by multiple bits. The
main problem of locally informed bit-flipping approach seems to be higher potential for cycles than in
comparison to classical LDPC decoding.

We get much better results with bit flipping strategies based on global information similar to Hill
climbing. Our optimization function is the number of unsolved RHSs. Starting with a random potential
solution, we evaluate each potential bit flip, and continue by a greedy strategy: we flip the bit which
provides the best number of solved RHSs. If no bit flip leads to a better situation, we restart from
another random potential solution. This simple strategy is a significant improvement on bit flipping
based on local information (and exhaustive search). Note that this approach is different from classical
heuristic optimization approaches to solving ciphers, as it does not work on key space bits, but instead
works with all internal bits and their interconnections. While our experiments are based on random
sparse equations, they may lead to new algebraic attacks on ciphers with sparse diffusion layer.
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